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Abstract—This letter studies the adaptive Decentralized Con-
gestion Control (DCC) algorithm defined in the ETSI TS 102
687 V1.2.1 specification. We provide insights on the parameters
used in the algorithm and explore the impact of those parameters
on its performance. We show how the algorithm achieves good
average medium utilization while protecting against congestion,
but we also show how the chosen parameters can result in slow
speed of convergence and long periods of unfairness in transitory
situations. Finally, we propose a modification to the algorithm
which results in significant improvements in speed of convergence
and fairness.
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I. INTRODUCTION

HE European Telecommunications Standards Insti-

tute (ETSI) has developed specifications, known as
ITS-G5 [1], to support vehicle communications in the 5.9
GHz frequency band. ITS-GS5 reuses other communications
standards and, in particular, it is based on the mode of
operation of IEEE 802.11 in which stations work outside the
context of a basic service set (originally known as 802.11p).

ITS-GS includes a Decentralized Congestion Control (DCC)
mechanism to avoid congestion in the used wireless channel.
DCC algorithms try to control the channel occupancy with
the cooperative action of the different Intelligent Transport
System Stations (ITS-Ss), such as vehicles or road-side units,
transmitting in a channel. The aim is to ensure that the shared
medium is in a state in which communications are effective.
Each ITS-S can modify different parameters, or combination
of parameters, to limit the channel occupancy. Examples of
these parameters are the transmit power [2] and the employed
medium data rate, but the one that has received more attention
in ETSI is the transmission rate, i.e., the time between the
transmissions of consecutive messages.

The original ETSI DCC specification included a reactive
algorithm, based on a state machine. In this DCC reactive
algorithm [3], the current state is decided according to the
medium occupancy, and each state defines the parameters that
must be used to send data and, in particular, the maximum
transmission rate. Several works in the literature have studied
the performance of the DCC reactive algorithm and proposed
alternatives. A key proposal is LIMERIC [4], an adaptive DCC
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algorithm that has inspired many later works. Several studies
have shown [5], [6] that the LIMERIC algorithm performs
better than the ETSI reactive DCC algorithm, or have shown
limitations in the reactive algorithm [7]. In fact, the last version
of the ETSI DCC specification [8] keeps the reactive algorithm
but adds an adaptive algorithm based on LIMERIC.

The behavior of the LIMERIC algorithm and, therefore, of
the ETSI adaptive DCC algorithm, is regulated by several
parameters. Different values of these parameters have been
explored to try to achieve the best possible performance. In
this letter, we provide insights on the chosen values for the
parameters of the ETSI adaptive DCC algorithm, the strengths
of the resulting behavior, but also its weaknesses. Then, we
propose a modification to the algorithm that results in a
significant improvement in speed of convergence and fairness
in transitory situations.

II. ETSI ADAPTIVE DCC ALGORITHM
A. Description of the ETSI Adaptive DCC Algorithm

The ETSI adaptive DCC algorithm [8] is used by each ITS-S
to determine its allowed sending rate, which is represented by
the parameter §: the maximum fraction of time the ITS-S can
transmit on the channel. To calculate ¢, each ITS-S measures
every 100ms the Channel Busy Ratio (C' BR): the percentage
of time the channel is busy in those 100ms. The difference
between the measured CBR and a target CBR is the feedback
to determine the proper § in an ITS-S. The algorithm uses
a smoothed version of the CBR, calculated every 200ms,
following equation 1:

(CBRy, + CBRy,_,)

SR

where CBRs(n) is the smoothed CBR for step n,

CBRs(n — 1) is the previous CBR,, and CBR,, and

CBR,,_, are the last two measurements of the CBR (i.e., the

new measurements after the previous calculation of C'BRj).
Then, the ITS-S uses equation 2, to calculate 0o fset:

CBRs(n) = 0.5xCBRs(n—1)40.5x

mm{ﬁ X (CBRt - CBRS(”))aG;am}
if CBR; > CBR,(n)

5off86t(n) = maa:{ﬁ X (CBRt — CBR&(”))vG;qm}
if CBR, < CBR,(n)
2)
where CBR; is the target CBR, and 3, G}, and G .

are parameters of the algorithm. G}, and G, .~ are meant
to limit the maximum variability of 0,ffsc: per step of the
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algorithm (i.e., to improve stability, even if the algorithm does
not converge, the maximum oscillation is capped). 0offset
represents the needed modification in § to keep the CBR at
the CBR; value. 0,ffsc: can be positive if CBR, is below
the target, or negative otherwise. Finally, the ITS-S calculates,
every 200ms, the ¢ at step n, d(n), using equations 3 and 4:

duwp(n) = (1 —a) x 6(n —1) + doffset(n) 3)

5u,b(n) if (5wb(n) < dmaz and (5wb(n) > Omin
6(”) = { dmaaz if 5wb(n) > Omaz

“)
where 6(n — 1) is the previous d, and « is a parameter of
the algorithm. d,,,(n) is a ¢ calculated without bounds but, as
indicated by equation 4, the ETSI DCC specification limits the
maximum and minimum values of § for any ITS-S to avoid
excessive resource usage and starvation respectively. As we
have mentioned, the ETSI adaptive DCC algorithm is based
on LIMERIC [4], and the key difference is the chosen values
for their parameters. Another difference is that, although [4]
studies the use of a G}, = G, ,, to limit the maximum
variation of the Joffset, this is not used in much of the
LIMERIC simulation work.

The original LIMERIC paper [4] analyses in depth the
convergence of the algorithm. Based on this analysis, we
can state that in the ETSI adaptive DCC algorithm, the
theoretical § to which each ITS-S converges is d.on, as given
by equations 5 and 6:

Gf.. BxCBR, } )

conv = min ,
{ a ‘a+Kxp

where K is the number of ITS-Ss sharing the channel, and:

(a+ K x ) <2 and
conv if < conv < 0,42 and
conv > Omin
G .. BXxCBR,
) — Zam if 7;;” S 6maa: and
conv G+
T;m Z 5min
Omax if conv > dman
Omin if conv < §min
no guaranteed
convergence otherwise

(6)

B. The Parameters of the ETSI Adaptive DCC Algorithm

The values for the parameters in the ETSI adaptive DCC
algorithm (equations 2, 3, and 4) are presented in Table I. It is
interesting to understand the rationale for the chosen values for
the parameters and, in particular, for « and 5. « has a small
value when compared with the value used in LIMERIC papers
[4], [6] in which a = 0.1. Equation 5 means that a smaller «
allows to obtain a C BR in convergence closer to C' BR;. This
is shown in Figure 1 where we compare the analytical values

TABLE I
PARAMETER VALUES OF THE ETSI ADAPTIVE DCC ALGORITHM
Parameter Value Parameter Value
« 0.016 dmaz 0.03
B 0.0012 Smin 0.0006
CBR; 0.68 Ghhae 0.0005
G oin -0.00025
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Fig. 1. Comparison of achieved CBR for « = 0.1 and o« = 0.016

of CBR achieved in convergence when different numbers of
ITS-Ss share the medium, using the parameters of the ETSI
adaptive DCC algorithm but with two different values of a:
0.1 and 0.016.

Regarding the value of [, in equation 2 (3 is used to
distribute the difference between the measured CBR and
CBR; among all ITS-Ss, i.e., it represents the inverse of the
assumed number of ITS-Ss. The problem is that the algorithm
has to work for any possible number of ITS-Ss. If 5 is too
small compared with the inverse of the real number of ITS-Ss
present, the speed of convergence is slower, because each
ITS-S thinks that its share of the difference with the CBR;
is less than it really is, so more steps of the algorithm are
needed to reach convergence. However, large 5 values may
result in the algorithm operating in situations in which it does
not converge (i.e., permanent oscillatory behavior) and, even if
it does, it can create larger oscillations around the convergence
point until it reaches it.

The value of 8 chosen by the ETSI DCC algorithm is quite
small and equivalent to 833.33 ITS-Ss. In combination with
a = 0.016, it guarantees the convergence of the algorithm
because with K > 1133.33 ITS-Ss, § converges to Jpin
and with K < 1133.33 ITS-Ss, (o + K x 8) < 2. In fact,
since the algorithm does not allow § to go below 9., this
creates a limit to the number of ITS-Ss that the algorithm is
able to manage (1133.33) without the CBR starting to go
over CBR;. In summary, the ETSI adaptive DCC algorithm
parameters guarantee convergence for any number of ITS-Ss
and the achieved C'BR in convergence is closer to C BR, than
using larger values of a.

On the other hand, a small value of « has disadvantages in
terms of speed of convergence from high utilization situations.
In these situations, collisions hide the excess CBR, and
(CBR; — CBRs(n)) in equation 2 is a low estimation of



IEEE COMMUNICATIONS LETTERS

how much we have to decrease J. Since, in equation 3 the
previous value of ¢ is multiplied by (1 — «), this basically
means that each ITS-S is relinquishing preventively part of its
0. The relinquished ¢ helps to converge from high utilization
situations, but the impact of this effect is proportional to the
value of a.

Another related problem with a small « is fairness. This
arises, for example, when two groups of ITS-Ss merge, and the
ITS-Ss in each group start with a different §. In this situation,
we would like all ITS-Ss to converge to the same ¢ as soon as
possible. In equation 3, 0,ffse; is the same for all ITS-Ss, as
it depends on the difference between C'BR; and the measured
CBR, which should be the same for all ITS-Ss sharing the
channel. So, to balance the § of the ITS-Ss, we depend on the
(1 — a) x 6(n — 1) term, which basically makes the ITS-Ss
with larger § lose more of their §. As mentioned before, the
a X 6(n — 1) term means that each ITS-S is relinquishing
preventively part of its J, which helps to welcome new ITS-Ss
and allow them to achieve a fair slice of the medium. But this
effect is diminished if « is small.

III. DUAL-a« DCC: A MODIFICATION TO THE ETSI
ADAPTIVE DCC ALGORITHM

The ETSI adaptive DCC algorithm performs worse than the
original configuration of the LIMERIC algorithm in situations
of convergence from high utilization and in transitory situa-
tions with a mix of ITS-Ss using different §. The main reason
is the small value of « in the ETSI adaptive DCC algorithm
(o = 0.016) compared with the o used in LIMERIC papers
(o = 0.1). Nevertheless, as we have described, using a small
value of « has advantages in terms of the achieved utilization
of the medium (closer to C' BR;).

To solve this trade-off in the value of o, we propose to use
a dual « value according to equation 7:

a(n) _ {ahigh

Qlow

if (6(n—1)—da,,(n)) >th

otherwise

)

where a(n) is the « to use in equation 3 for step n, d,,,,, (1)
is a § calculated using equation 4 with o = 4y, and th is
a threshold whose function is explained next. The parameters
for this Dual-« algorithm (equations 1, 2, 3, 4, and 7) are
presented in Table II (parameters not included are equal to
those in Table I). The key idea is to use one value of a when
0 is decreasing, and another when it is increasing. th is a
threshold intended to improve stability when the algorithm
is close to convergence. Its value is heuristic and it has
been shown to improve stability in the whole range of ITS-S
densities covered by the standard. A smaller threshold can
result in a potential fluctuation of less than 5% around the
convergence value of §, which is not necessarily a problem
because § and C'BR are, in any case, dynamic.

IV. EVALUATION OF SCENARIOS OF SLOW CONVERGENCE
AND UNFAIRNESS

This section shows, using numerical analysis and simula-
tions, the improvement in speed of convergence and fairness
achieved by our proposed Dual-a« DCC algorithm.

TABLE II
PARAMETER VALUES OF THE DUAL-ac DCC ALGORITHM

Parameter Value
A ow 0.016
Qhigh 0.1

th 0.00001

TABLE III
SPEED OF CONVERGENCE

Number of ITS-S | ETSI DCC < 0.68 | Modified DCC < 0.68
100 9.4s 2.4s
300 11.8s 3.8s
500 12.4s 4.2s
700 12.6s 4.4s
900 12.8s 4.4s
1100 13s 4.6s

A. Scenarios

We analyze two scenarios. In the convergence scenario, we
have a number of ITS-Ss that start with a value of J equal
t0 Omaz- This could happen, for example, in a traffic jam,
when vehicles are still and reduce their message rate, so they
perceive a free medium which increases the potential § they
can use. When movement resumes and message rate increases,
cars will use the calculated ¢, but since there can be many
vehicles, the DCC algorithm needs to converge to a smaller
value of é.

In the second scenario, we have two groups of ITS-Ss
sharing the medium. At the beginning, the ITS-Ss in each
group have a different §. This could happen, for example,
when two groups of vehicles merge in a junction. The § for
all ITS-Ss must converge to the same value.

B. Numerical Results

Table III presents the time the ETSI adaptive DCC algorithm
and our Dual-a DCC algorithm need to reduce the occupancy
in the channel below the 0.68 target value (i.e., time to achieve
the first C BR value below 0.68) when the ITS-Ss in a group
(ranging from 100 to 1100 ITS-Ss) start sending at the rate
allowed by 0,,,4.- As we can see in Table III, the time needed
by the Dual-« algorithm is between 25% and 35% of the time
needed by the ETSI adaptive DCC algorithm.

Table IV presents the results for the ETSI adaptive and
Dual-a« DCC algorithms when two groups of ITS-Ss merge.
One group has 25 ITS-Ss starting with a §=0.0177, which is
the convergence value for this group size. We analyze several
cases for the size of the second group (from 100 to 1100
ITS-Ss) and, in each one, the ITS-Ss start with a value of ¢
equal to the convergence value for a group of the respective
size. Therefore, we are representing the situation of two groups
of ITS-Ss that have reached convergence separately and then
have merged. The performance metrics in the table are: JI-10s
(the Jain fairness index 10s after the groups merged, computed
as (305, 0:)2/(K x 32K | 62) with K being the total number
of ITS-Ss); tcony (the time needed for the larger group of
ITS-Ss to achieve a § within £10% of the convergence § of
the merged group); and < 68 (the time needed to achieve the
first C' BR value below 0.68).
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TABLE IV
FAIRNESS WHEN COMBINING A GROUP OF 25 ITS-SS WITH A SECOND
GROUP OF ITS-s

1.0

ITS-Ss ETSI DCC Dual-a DCC
JI10s | teony | <68 || JI-10s | teony | < 68
100 086 | 194s | 2s | 0998 | 6s | 06s
300 053 | 2225 | Is | 0994 | 385 | 0.6s
500 039 | 224s | 125 || 0988 | 34s | 0ds
700 034 | 206s | 465 | 0980 | 34s | s
900 039 | 165 | 84s [ 0974 | 3s 25
1100 || 070 | 0s | 17.8s 1 0s | 48s

08

0.6

SCBR

0.4
o

The Jain index shows the fairness in the sharing of the
medium among the ITS-Ss of the merged group. Lower values
represent greater unfairness, and a value of 1.0 means that the
sharing is equal among all ITS-Ss. As an example, with 100
ITS-Ss in the second group, the Jain index, 10s after the two
groups merged, is equal to 0.86 with the ETSI adaptive DCC
algorithm. This value results from having the ITS-Ss coming
from the larger group allowed to send messages at a rate that is
42% of the sending rate of the ITS-Ss coming from the other
group. In the Dual-a DCC algorithm, for the same situation,
the sending rate in the ITS-Ss coming from the larger group is
91% of the sending rate of the ITS-Ss coming from the smaller
group. The other two metrics can be interpreted as follows:
the ITS-Ss coming from the smaller group have larger 6 and
are the slowest to converge, but this is not really a problem
if it is not harming the other group of ITS-Ss nor congesting
the channel, which is the case when t.,,, is small and < 68
is small. As it can be seen, the performance of the Dual-«
DCC algorithm is a great improvement compared with the
performance of the ETSI adaptive DCC algorithm.

C. Simulation Results

We have obtained some simulation results to confirm the nu-
merical analysis. Our future work includes more extensive sim-
ulations to evaluate the proposal. For the simulations we have
used Artery [9], a simulation framework for ETSI ITS-GS,
and using the Two-Ray Interference model of Veins [10].
In the first scenario, 300 static ITS-Ss start with a § equal
t0 dynae (0.03) and Figure 2 shows the evolution of C'BR;
for the ETSI adaptive DCC algorithm and for the Dual-«
DCC algorithm. In the second scenario, we start with 300
vehicles and, after 30s, 25 vehicles join the scenario with
a starting § equal to the convergence value of the ¢ in a
group of 25 vehicles. Figure 3 shows the evolution of § for
two vehicles, one in each group, for the two versions of the
DCC algorithm. The simulations results, therefore, confirm our
numerical analysis of the advantages of the Dual-« algorithm
in terms of convergence and fairness in transitory situations.
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