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Abstract: Gender-based violence remains a persistent social challenge in Colombia. Despite
efforts to address it, statistics show a steady increase year after year. This study addresses the
need for predictive solutions by introducing a Machine Learning model using XGBoost, chosen
for its high performance in classification tasks with complex datasets. The model is trained on
data collected from the department of Santander, Colombia, aiming to predict gender-based
violence incidents based on specific socio-demographic and situational features. The motivation
behind using XGBoost lies in its ability to handle diverse data types and produce accurate,
interpretable results. Key influential features in the model’s predictions were identified, including
the context of the incidents and the relationship between victim and the perpetrator, underscoring
the importance of situational as well as individual factors. The model achieved promising results,
with an accuracy, precision, recall, and F1 score exceeding 84% demonstrating its potential to
effectively predict and contribute to preventing gender-based violence in the region. This
approach not only represents a proactive response to a critical social challenge but also offers a
framework that could be applied in similar contexts at the national and international levels.
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1 Introduction

Gender-based violence is defined as “harmful acts against a person or group of people
because of their gender. It has its origin in gender inequality, abuse of power, and the
existence of harmful actions. The term is primarily used to underscore the fact that
structural gender-based power differences place women and girls at risk of multiple
forms of violence. While women and girls suffer gender-based violence
disproportionately, men and boys can also be targeted” [UN Women, 2023]. This
problem has been present in Colombia, as evidenced by an increase in cases in recent
years. According to the Observatory of Legal Medicine, in 2021 there were 55,582
cases of Gender-Based Violence (GBV), with an increase of 19% compared to 2020
[ReliefWeb, 2022]. This increase represents a great social problem due to the
repercussions it has on the victim, ranging from physical injuries, unwanted abortions,
sexually transmitted infections, depression, and other anxiety disorders that have
implications for other problems, such as tobacco and drug use. GBV has consequences
at home and societal levels, there is evidence that children who grow up in families
with violence tend to suffer behavioral and emotional disorders that lead to the inability
to develop their lives in society daily [World Health Organization, 2022].

In Colombia, efforts have been made to fight gender-based violence, for instance,
with the ratification of current international treaties on human rights and women's
rights. Laws have also been enacted to promote gender equality and guarantee women's
rights, e.g., Law 2172 of 2021, which seeks to guarantee priority access for women
victims of gender-based violence to housing subsidies [Ministerio de Vivienda de
Colombia, 2021]; Law 2137 of 2021, which aims to create the National Early Warning
System to prevent Sexual Violence against Children and Adolescents [Congreso de
Colombia, 2021]; and Law 1761 of 2015, which creates femicide as an autonomous
crime [Congreso de Colombia, 2015]. While these standards provide a solid framework
for advancing women's rights, challenges remain to their full implementation, as shown
by data on gender gaps.

Fig. 1 shows the number of incidents of different natures (physical or psychological
violence, sexual abuse, and neglect and abandonment) per month according to data
collected between 2015 and 2023 [Datos Abiertos Colombia, 2023]. In February and
March, a greater number of cases are reported for each of the three types of nature; on
the contrary, there is a relationship of the three types of nature with the lowest number
of cases in December. In addition, it is important to highlight the difference in the
number of cases reported per nature; Neglect and Abandonment report the highest
number, 4660 cases; followed by Physical or psychological violence, 4520 cases; and
Sexual Abuse, 2149 cases in total. The relatively low number of reported cases of
sexual abuse does not necessarily mean that it is the type of violence that occurs to a
lesser extent; some factors inhibit the victim from reporting this type of violence, such
as having a personal link with the abuser, fear of being judged or blamed, distrust of
the system, among others [Sanchez-Juarez, 2023].
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Figure 1: Number of cases per nature

Fig. 2 shows the relationship between the number of cases according to the life
cycle and the victim's gender. In early childhood, the number of cases is equitable.
However, in the later stages, there is evidence of a significant gap between the reported
cases in women and men. The gap is most pronounced in young people, where male
complaints do not exceed 500, while female complaints are approximately 2,000.
Subsequently, in the older adults’ stage, the number of complaints tends to balance
again. This gap in the number of complaints could be due to different factors, one of
them being that men have been stereotyped as a strong figure; therefore, one of the
main reasons for not reporting is to feel ashamed, not being believed by the authorities
or, in the case of homosexuals, fear of having to recognize their sexual identity publicly
[Instituto Mexicano de la Juventud, 2017].
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Figure 2: Distribution by Life Cycle and Gender
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In the same vein, a report that highlights a significant increase in suspected cases
of gender-based violence was issued in 2022, as presented in Fig. 3. The report reveals
an increase in the incidence of different types of violence in that year. The category of
physical violence had the highest proportion, with 47.7%, followed by sexual violence,
with 26.8% of the total. In addition, 16.3% of the cases related to neglect and
abandonment were identified [Instituto Nacional de Salud, 2022].
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Figure 3: Suspected cases of gender-based violence in Colombia [Instituto Nacional
de Salud, 2022].

By 2023, 66,742 suspected cases of gender-based and domestic violence, including
attacks with chemical agents, were reported to the Public Health Surveillance System
(SIVIGILA), with a weekly average of 2,781 cases. Compared to 2022, the variation in
notification showed an increase of 8.3% (5117) and compared to 2021, the increase was
38.1% (18412) [Gonzalez Sarmiento, 2023].

Therefore, recognizing the importance and usefulness of applying technological
tools in this context, it is necessary to implement a mechanism to offer solutions and
support to government authorities, complementing the political measures that the
country has proposed, and thus jointly implement effective strategies to prevent and
fight GBV.

For this, using Machine Learning (ML) has proven to be a valuable tool in solving
society's challenges. Although in the Colombian context technological innovation and
ML have been used in various contexts, such as the prediction of theft (Ordoiiez et al.,
2020a) and violent homicide trends [Ordofiez-Eraso, 2020b], support for decision-
making regarding the ageing of population [Ordoéfiez-Eraso, 2022], identification of the
factors that lead people to be homeless during adolescence and adulthood [Ordoéfiez-
Eraso, 2023], there is no record of an ML model designed to address and fight gender-
based violence in Colombia that is replicable and can serve as a basis for decision-
making, nor measures in this regard.

Hence, this article proposes an ML model to predict GBV actions in Santander,
Colombia and contribute to the institutional strengthening of the Social Security System
in Health (SGSSS by its Spanish acronym) [Ministerio de Salud de Colombia, 2023a].
The ML model is also intended to be useful for the Ministry of Equality and Equity,
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which seeks to protect the rights of women and girls with a gender focus by creating
public policies. Given that the research is presented as a first approach from this
perspective in the country in combating gender-based violence, there are limitations to
generalize said model to other departments or regions due to the lack of available
information or the different characteristics that promote this social phenomenon.

2 Related Studies

Gender-Based Violence (GBV) is an issue that profoundly affects public health and the
well-being of society. Specifically in Colombia, the numbers presented in studies
confirm the increase in GBV cases in the country compared to previous years.
Therefore, it is necessary to undertake efforts to understand and combat these situations.
Over the last few years, there have been multiple studies worldwide that seek to fight
gender-based violence.

In the state-of-the-art review, the application of ML was identified as a crucial tool
to address social problems [Matta, 2023]. This approach is used to analyze community,
environmental, and social factors related to disease and mortality in groups affected by
HIV or drug use. The main purpose is to understand and prevent factors that have a
significant impact on the spread of HIV. Regarding Gender-based violence, one of the
most promising studies [ Gonzalez-Prieto, 2023] showed that by applying an ML model
taking as a source of information more than 40,000 complaints of gender-based
violence from the official Spanish Viogen system, it achieved an improvement in the
prediction of up to 25% with respect to the existing risk assessment system. Another
example of the use of ML in gender-based violence [McDougal, 2021] where applying
a neural network model that had an area under the curve (AUC) metric of 82%, it was
determined that 7% of women who experienced marital sexual violence generally
presented some of these variables as associated risk factors: sociodemographic, diet,
and previous exposure to violent situations.

This model used information provided by a large national survey in India applied
to 66,013 women aged 15-49. In addition, Raj [2021] using the data from the same
survey, L-1 logistic regression and L-2 logistic regression models were applied to find
the main risk factors for non-marital sexual violence. These models evidenced that the
factors that represent a greater risk are previous exposure to violent situations,
geographical location, and lack of knowledge regarding sexual and reproductive health.
Investigations into complaints in the context of intimate partner violence have also been
conducted. Several factors intervene in the decision of women victims of intimate
partner violence to disassociate themselves from the legal process [Escobar-Linero,
2023], and, although statistical studies have been carried out, there is no evidence that
ML models have been used. This is why the development of ML models was proposed
to predict the disassociation of legal processes in cases of intimate partner violence.
Finally, the results of the ML models were compared with works that used statistical
techniques and demonstrated greater accuracy.

Continuing with the topic of gender-based violence, reference [Sower, 2021]
addresses domestic violence during the COVID-19 pandemic. It indicates that such
violence increased during lockdowns, as victims faced restrictions on activities that
offered an escape, such as churches, schools, or shelters. This issue was even more
pronounced in rural areas, where resources are limited. Therefore, it is necessary to
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establish a nationwide support system to assist victims of domestic violence in
navigating abusive relationships or homes during a pandemic.

Another aspect to consider is the low percentage of reports regarding intimate
partner violence from men. In Walker [2019], it is observed that when opportunities for
anonymous reporting are provided, and language not typically associated with male-
perpetrated violence against women is used, significant experiences of intimate partner
violence are revealed. For example, by using the question, “Has your partner ever
crossed your boundaries?” the study found that of the 258 male participants with female
partners, 143 (55.4%) responded affirmatively. Additionally, instances of physical,
sexual, psychological, or emotional violence—real or threatened—were detected. The
findings are particularly relevant in the context of machine learning models, as factors
such as the low reporting rates among men can introduce information bias into the
datasets used for these models.

Predictive models prove to be highly useful in various areas of society, as shown
in [Nuifiez, 2024], where a predictive model was used to analyze student data through
four variables: motivation, attitude, knowledge, and commitment. The aim was to
promote these factors, achieving a significant positive effect on the development of
their competencies in sustainability. It is also used in high-impact medical applications,
such as epilepsy detection. In Siddiqui [2020], demonstrates the use of a machine
learning model that employs the random forest algorithm to detect seizures by
analyzing brain activity records, achieving 100% seizure detection accuracy.

In Colombia, ML studies were found in other fields like the agricultural sector.
Lamos-Diaz [2020], the use of models such as Random Forest, Boosting or Support
Vector Machine scan be observed. It was found that the average yield of the Gradient
Boosting model is higher than that of other algorithms, with the lowest values for MAE
and RMSE, and the highest value for R2 to identify factors that influence crop yield.
The use of ML in fields more related to gender-based violence such as crime has also
been explored. Ferreira [2022] a K-nearest neighbors (KNN) model that reaches 59%
completeness and more than 60% accuracy was employed. This model was developed
to predict theft crimes in Bucaramanga and showed good results despite the limited
information available in an intermediate city. Below, in Table 1, the main findings
identified in the previously mentioned studies are presented.

Case Main Finding
Inferred networks, | Demonstrate the utility of visualization of results
machine learning, and | based on graphics, which identified relevant attributes

health data [Matta, 2023]

in determining HIV risk. These findings provide a
solid foundation for prevention efforts.

Hybrid machine learning
methods for risk
assessment in gender-
based crime [Gonzalez-
Prieto, 2023]

The demonstration that the developed machine
learning model significantly improved the prediction
of recidivism cases in gender-based violence offenses
by 25% compared to the risk assessment system used
at the time of the study.

Using machine learning
to explore factors
associated with marital
sexual violence in a

The  identification  of  factors such as
sociodemographics, previous exposure to violence,
and health knowledge level as key elements in the
occurrence of conjugal sexual violence events in
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Case

Main Finding

cross-sectional study | India. Considering these variables provides a basis for
from India [McDougal, | preventive actions from multiple angles.

2021]

Machine learning | This study reveals a finding closely linked to the

analysis of non-marital
sexual violence in India
[Raj, 2021]

previous one, as associated elements for cases of non-
conjugal sexual violence in India were identified, such
as previous exposure to violence, geographical
location, sexual behavior, and limited knowledge of
sexual and reproductive health. Comparing with the
previous study, highly influential factors were
observed in both marital and non-marital sexual
violence in India.

Using machine learning-
based systems to help
predict  disengagement
from the legal
proceedings by women
victims ~ of  intimate
partner violence in Spain
[Escobar-Linero, 2023]

The implementation of a machine learning (ML)
model to identify factors influencing the withdrawal
of charges after reports of intimate partner violence
against women, which generated notable
improvements. Compared to a previous approach
based on statistical techniques, the model
demonstrated improved accuracy in all cases.
Furthermore, by adding a new variable, "plans to
withdraw," the improvement in accuracy over the
previous method was 7.5%.

Comparison Between
Machine Learning
Models for Yield

Forecast in Cocoa Crops
in Santander, Colombia
[Lamos-Diaz, 2020]

The utility of machine learning (ML) models as
support tools in various contexts, such as cocoa
farming in Colombia. Thanks to their application,
factors impacting crop performance were identified,
facilitating targeted actions towards improvement and
productivity.

Predicting Crime in
Intermediate Cities: A
Machine Learning Model

[Ferreira, 2022]

The application of a machine learning (ML) model to
address violence in challenging contexts, such as
intermediate cities with limited data availability.
From this research, it was evident that with the
available data, it was possible to implement a
functional model with metrics that reached or
exceeded 59%.

Table 1: Main Findings of Studies

Due to the results of using ML models in different areas, the use of an ML model
that serves as a tool to fight gender-based violence and support the strategies to prevent
and address current gender-based violence is proposed. These strategies include Line
123 Women, foster homes, psychological and legal care. In summary, the use of ML
models in this area seeks to strengthen the institutional system of prevention, care,
assistance, protection, prosecution, and comprehensive reparation for women victims
of violence [Alcaldia de Medellin, 2023].
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In addition to developing an innovative tool to address gender-based violence in
Colombia, this research project aims to mark the first steps in the application of
technologies like ML to combat this issue in the country. Its implementation will serve
as support for the challenges currently faced in the fight against gender-based violence,
considering that more countries than ever have laws against domestic violence, sexual
assaults, and other forms of violence. However, challenges persist in the enforcement
of these laws, resulting in limited protection and access to justice for women and gitls.
Additionally, not enough is being done to prevent violence, and when it occurs, it often
goes unpunished [UN Women, 2023]. Faced with the challenge of insufficient
prevention, the use of ML allows for the early detection of new cases and also the
identification of patterns or factors associated with gender-based violence.

Nevertheless, it is crucial to consider the inherent complexities, such as the
difficulty of generalizing the model to different departments or regions of Colombia
due to varied socio-economic conditions, cultural norms, data collection capabilities,
and other variables that directly influence the phenomenon of gender-based violence.
As highlighted in [Myhill, 2017], the measurement of domestic violence is profoundly
shaped by these contextual factors, which influence both the accuracy of the data
collected and the applicability of findings. Variations in definitions, reporting practices,
and societal attitudes can lead to discrepancies that complicate the development of
reliable predictive models, emphasizing the need for localized and context-aware
approaches.

Additionally, social and cultural barriers often hinder reporting and access to
justice for victims, especially when gender stereotypes shape perceptions of violence.
For instance, the study in Walker [2019], highlights how men experiencing intimate
partner violence by women may face biased attitudes from family, friends, and
authorities, potentially leading to revictimization and insufficient institutional response.
This underscores the importance of designing inclusive and unbiased predictive tools
that account for diverse victim experiences, challenging stereotypes and enabling
equitable access to justice for all affected individuals.

Furthermore, challenges related to false allegations of violence must also be
addressed [Rumney, 2017]. False accusations can affect public perception and judicial
responses, diverting resources from real cases and negatively impacting both victims
and the legal system. While the proposed ML model aims to mitigate these risks by
improving predictions of gender-based violence, it is essential to ensure that justice
systems differentiate between false and legitimate allegations, thus supporting an
adequate and effective response to real victims.

These interconnected factors contextual, cultural, and systemic highlight the
necessity of a multifaceted approach in the development of predictive models. This
includes adapting to changes over time in the variables associated with gender-based
violence, as evolving circumstances may affect the performance and relevance of such
tools.

3 Methodology

Fig. 4 presents the model designed to predict gender-based violence actions. It was
developed after evaluating various algorithms using the selected metrics. This process
was divided into 6 stages: data set, data processing, algorithm training, performance
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evaluation metrics, final model, and web platform. Thus, a tool capable of processing
a series of input data and making predictions was obtained.

DATASET I

DATA PROCESSING

Imputation of values
Creation of variables

TRAINING TEST DATA
DATA (20%)
(80%)

ALGORITHMS TRAINING OF

PERFORMANCE EVALUATION METRICS
Naive Bayes ALGORITHMS

METRICS

R Tre— Validation of the
ificial Neural Networl

Decision Trees Ot Accuracy model
AdaBoost Precision

Logistic Regression . - .

Gradient Boosting HElanEe Resulting Data
Extra Tree SearchCV 5

[Random Forest
LightGBM

!

Web Output

SIENES Platform Prediction

Figure 4: Proposed Model

The selected dataset contains a number of significant records with variables that
have a high influence to catalog a case of gender-based violence. The information is
concentrated in the Santander department and has 32 columns and 12,161 records that
cover from January 2015 to March 2023. It is an open access data set available on the
datos.gov.co webpage. The Ministry of Health and Environment provided it and
contains cases attended by the Service Providing Institutions (IPS by its Spanish
acronym) at the corresponding municipality on gender-based violence according to its
nature (sexual abuse, neglect, and abandonment, and physical or psychological
violence), kinship with the aggressor, life course, age, and gender.

It is worth mentioning that this data is available openly and free of charge on the
platform belonging to the Colombian state and does not expose sensitive information
about the victims or perpetrators of reported gender-based violence cases, such as
names, addresses, email addresses, or phone numbers.
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After identifying the dataset to work with, the exploratory analysis was carried out.
The data are processed by taking the initial dataset and applying the necessary
modifications to obtain an adequate dataset to train the ML model.

Some of the techniques used to conduct the Exploratory Data Analysis are the
Imputation of null values and unwanted values in the ‘age AGR’ column through the
distribution calculated from existing values in it, and mapping or assignment of values
to the ‘nature’ column from the values of the ‘DEF nature‘column due to missing
values. This process was carried out thanks to the direct relationship of the values of
‘DEF nature’ with the variable ‘nature’. Null, duplicate and repeated records were
deleted to ensure the integrity of the information. Irrelevant columns were also
excluded. The categories were redefined, specifically in the ‘nature‘ column, to reduce
its complexity, thus grouping the different possible values into 3 categories. New
variables like ‘domestic_violence’, ‘minor victim’, ‘minor perpetrator’ and ‘quarter’
were created from ‘'vict relationship®, ’age group’, ’aggre age’ and ‘Month’,
respectively. A dataset with 26 columns and 11,329 records was obtained at the end of
the data processing (Table 2).

Variable Description

Department Name of the department of origin of the victim

Municipality Name of the municipality of origin of the victim

Week Epidemiological week in which the event occurred
according to the current calendar

Year Year corresponding to the epidemiological week

Age Group Age range to which the victim belongs

Life cycle Classification of the patient's age according to the
Ministry of Health and Social Protection

Gender Physiological characteristics of the patient

Area Alphanumeric value corresponding to the area code

where the event occurred

Type of health insurance

Type of Health Regime

Patient hospitalized

Whether the patient was hospitalized or not

Final condition

Final condition of the patient

Nature

Nature of the case of violence

Activity

Activity performed by the victim

Aggresor age

Age of the perpetrator

Aggresor gender

Gender of the perpetrator

Victim_substance

Presence of alcohol and other substances in the
victim

Scenario Scenario where the case occurred

Event name Name of the event

Upgd name Name of the primary data-generating unit
Month Month in which the acts of violence occurred

Victim_relationship

Indicates the family or personal relationship of the
perpetrator to the victim

Commune

Name of the commune




768 Gonzdlez-Sanabria J.-S., Pinto C., Zuiiiga J., Ordoiiez H., Blanco X.: XGBoost ...

Variable Description
Quarter Quarter of the year in which the incident occurred,
possible values: 1, 2, 3, and 4
Domestic_violence Indicates whether there is domestic violence or not
1. Yes 2. No
Minor_victim Indicates if the victim is a minor 1. Yes 2. No
Minor_perpetrator Indicates if the perpetrator is a minor 1. Yes 2. No

Table 2: Description of dataset

This refined dataset is used to evaluate the tested models, which are classified
according to the metrics obtained. The metrics set to evaluate them are presented in the
Metrics paragraph.

The variable to predict is "Nature". It was chosen as the target variable because it
allows classifying a case of the dataset among the following values: 1. Physical or
psychological violence; 2. Sexual Abuse; and 3. Neglect and abandonment. Each type
of nature is defined as follows: Physical violence consists of causing harm to the partner
through any type of physical force, such as beating or kicks [UN Women, 2023];
Psychological violence consists of intimidation or threats that, without exercising direct
physical action, affect the victim's psyche and emotions and may eventually affect their
physical state [Gestarsalud, 2020]; Sexual abuse involves forcing the partner to
participate in the sexual act without their consent [UN Women, 2023] it has
consequences ranging from unwanted pregnancies, sexually transmitted diseases, and
impact on the mental health of the victim [World Health Organization, 2022];
Negligence and abandonment refers to the lack of protection and care by someone who
is responsible for a person, whether child or adolescent and their needs, whether
physical, psychological, educational or health, thus affecting the integrity and personal
development of the victim [Arbeldez Arbelaez, 2021]. The distribution of this and the
other classes in the dataset can be seen below in Table 3.

Variable Distribution
Departament Santander: 11193; Others: 136
Municipality Bucaramanga: 11071; Others: 258
Week 1: 19; 2: 247; 3: 243; 4: 234; 5: 247; 6: 270, 7:

243;8:279;9:248; 10: 211; 11: 218; 12: 242; 13:
234; 14: 200; 15: 159; 16: 199; 17: 211; 18: 229;
19: 217; 20: 228; 21: 216; 22: 243; 23: 219; 24:
193; 25: 159; 26: 194; 27: 315; 28: 188; 29: 217,
30: 190; 31: 140; 32: 238; 33: 218; 34: 234; 35:
203; 36: 195; 37: 174; 38: 259; 39: 284; 40: 208;
41: 201; 42: 249; 43: 228; 44: 193; 45: 211; 46:
242;47: 211, 48:242; 49: 187; 50: 217, 51: 171;
52:166; 53: 140

Year 2015:1795;2016:2094;2017: 1090; 2018: 1089;
2019: 1187; 2020: 792; 2021: 1088; 2022: 1784,
2023: 410
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Variable Distribution

Age group 0to 6:3472; 7to 11: 1386; 12 to 17: 1966; 18 to
28:2168; 29 to 59: 1997; 60 and over: 340

Life cycle Adolescence: 1966; Childhood: 1386; Youth:
2168; Early childhood: 3472; Adulthood: 1997;
Elderly: 340

Gender Female: 7744; Male: 3585

Area Municipal head: 11064; Populated center: 74;

Rural dispersed: 191

Type of health insurance

Contributory: 4868; Special: 138; Exception:
335; Undetermined: 124; Uninsured: 1; Non-
affiliated: 723; Subsidized: 5140

Patient hospitalized

No: 3128; Yes: 8201

Final condition

Dead: 11303; Doesn't know — No answer: 22;
Alive: 4

Nature 1. Physical or psychological violence: 4521; 2.
Sexual abuse: 2149; 3. Negligence: 4659
Activity Student: 3083; Public force: 1; Civic leaders: 8;

Teachers: 5; None: 2374; Other: 5085; Person
dedicated to household care: 506; Person in
prostitution situation: 11; Recycler: 5; Public
servant: 8; Domestic worker: 243

Aggresor age

3:10;4:92;5:136; 6: 103; 7: 99; 9: 64; 10: 602;
11:610; 12:32;13:91; 14: 105; 15: 261; 16: 569;
17:243; 18:349; 19: 39, 20: 55; 21: 444, 22: 429,
23: 514; 24: 498; 25: 140; 26: 151; 27: 385; 28:
464; 29: 305; 30: 602; 31: 286; 32: 402; 33: 302;
34:263; 35: 370, 36: 289; 37: 216; 38: 210; 39:
18;40:10;41:323;,42:473;43:105;44: 151, 45:
142; 46: 205; 47: 68; 48: 4; 49: 21; 50: 140; 51:
99; 52:70; 53: 32; 54: 82; 55: 99; 56: 25; 57: 46;
58:44; 59: 64; 60: 20; 61: 45; 62: 15; 63: 16; 64:
29;65:15;66:9; 67: 57, 68: 72;69:2; 70: 6, 71:
4;72:68;73: 6, 74: 4;75:15;76: 54, 77: 10, 79:
6; 80: 3; 81: 11; 82: 46; 83: 99; 88: 5; 95: 4; 99:
7

Aggresor gender

F: 4874; M: 6455

Victim substance

No: 11114; Yes: 215

Scenario

Sports and recreational area: 27; Commerce and
service areas (Store, shopping center): 121;
Educational institution: 297; Health institution:
109; Recreation places with alcohol sales: 55;
Workplace: 70; Other open spaces (forests,
pastures, etc): 968; Public road: 2074; Housing:
7608
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Variable

Distribution

Event name

Public health surveillance of gender violence:
4979; Public health surveillance of intrafamily
gender violence: 6350

Upgd name

Clinica Chicamocha SA: 748; Clinica Materno
Infantil San Luis SA: 725; Fundacion
Oftalmologica de Sder Foscal: 596; Hospital
Local del Norte: 2075; Hospital Universitario de
Santander: 1410; Los Comuneros Hospital
Universitario de Bucaramanga: 483; Others:
3809; Sede Gonzalez Valencia: 244,
Serviclinicos Dromedica SA: 373; Uimist: 632;
Universidad Industrial de Santander- UIS: 234

Month

January: 948; 02. February: 1087; 03. March:
1130; 04. April: 993; 05. May: 994; 06. June:
868; 07. July: 890; 08. August: 962; 09.
September: 916; 10. October: 985; 11.
November: 853; 12. December: 703

Victim_relationship

Grandparent: 70; Common-law partner: 135;
Husband: 215; Ex-partner: 700; Family member:
1045; Brother: 62; Mother: 3929;
Boyfriend/Girlfriend: 125; Others: 2705; Father:
920; Partner: 1423

Commune North: 1784; 02. Northeast: 712; 03. San
Francisco: 1034; 04. Western: 877; 05. Garcia
Rovira: 665; 10. Provenza: 619; 11. South: 496;
13. Eastern: 684; 14. Morrorico: 514; Others:
3944

Quarter 1: 3412; 2: 2810; 3: 2639; 4: 2468

Domestic violence

No: 8367; Yes: 2962

Minor victim

No: 5438; Yes: 5891

Minor_perpetrator

No: 906; Yes: 10423

Table 3: Data Distribution

Having defined the distribution of the dataset, Table 4 shows an example of an input
dataset for the implemented model.

Input Data Value

department Others

week 20

year 2020

age_group Oab

gender Male

area MUNICIPAL DISTRICT
neighborhood 10. PROVENZA

social security type non-affiliated
hospitalized patient 1




Gonzdlez-Sanabria J.-S., Pinto C., Zujiiga J., Ordoiiez H., Blanco X.: XGBoost ... 771

Input Data Value

final condition 1

activity 13

age agre 40

gender agre F

relationship vict Mother

victim_substances 1

scenario 1

nom_upgd HOSPITAL LOCAL DEL NORTE

municipality Others

month 05. May

quarter 2

life cycle Primera infancia

domestic_violence 1

minor_victim 1

minor_aggressor 0

nom_eve VIGILANCIA EN SALUD PUBLICA
DE LA VIOLENCIA DE GENERO E
INTRAFAMILIAR

QOutput Data Value

Nature 1

Table 4: Example of Input and Output Data with the Implemented Model

After data processing, 80% of the original records are taken from the dataset for
training, and the remaining 20% to test the models. Each model has many parameters
that can be configured, but at first, each algorithm was evaluated in its base state,
without configuring hyperparameters, to decide which ones present the best results
when evaluating the data set in question. The tested algorithms are presented in Table
5.

Model Description
Naive Bayes | It is widely used in classification. It is called “Naive” because it
assumes that all prediction variables are independent of each
other. It is fast and scalable, calculates conditional probabilities
for combinations of attributes and the target. From the training
data, it establishes independent probabilities that indicate the
likelihood of each target class, given a set of input variable values

Support It works by correlating data to a large feature space so that data
Vector points can be categorized, even if the data cannot be linearly
Machine separated otherwise. A separator between the categories is

detected and the data is transformed so that the separator can be
extracted as a hyperplane. Thereafter, the characteristics of the
new data can be used to predict the group to which the new record
belongs

K-nearest Also known as KNN or k-NN. It is a non-parametric supervised
learning classifier, which uses proximity to make classifications
or predictions about the clustering of an individual data point
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Model

Description

Neural
Network

It is a simplified model that mimics information processing in the
human brain. It is composed of interconnected units in layers: one
input, one or more hidden, and one output. These units
communicate through connections with different weights. Data
enters the input layer and propagates through the layers until a
result is obtained at the output layer

Decision
Trees

It is a non-parametric supervised learning method used for
classification and regression. The goal is to create a model that
predicts the value of a target variable by learning simple decision
rules inferred from the characteristics of the data. A tree can be
seen as a constant approximation by parts

AdaBoost

It is a meta-estimator that starts by adjusting a classifier in the
original dataset and then adjusts additional copies of the classifier
in the same dataset, but where the weights of incorrectly classified
instances are adjusted in such a way that subsequent classifiers
focus more on difficult cases

Multinomial
Logistic
Regression

It is useful to classify subjects based on the values of a set of
predictor variables. This type of regression is like logistic
regression, but more general, since the dependent variable is not
restricted to two categories

Gradient
Boosting

It builds an additive model at a forward stage; this allows the
optimization of arbitrary differentiable loss functions. In
Regression trees of each stage fit into the negative gradient of the
loss function, for example, binary or multi-class logarithmic loss.
Binary classification is a special case in which only a single
induced regression tree is found

Extra Tree

It implements a meta-estimator that fits a few Random Decision
Trees (also known as Extra Trees) on various subsamples of the
dataset and uses the average to improve predictive accuracy and
control overfitting

Random
Forest

It is a meta-estimator that fits a series of classifier decision trees
in various subsamples of the dataset and uses an average that
improves predictive accuracy and controls overfitting. The size of
the subsample is controlled with the if parameter (default),
otherwise the entire dataset is used to build each tree

LightGBM

It uses histogram-based algorithms, which group continuous
feature values (attributes) into discrete containers. These speeds
up training and reduces memory usage

XGBoost

It is based on assembled learning, that is, it consists of multiple
models that allow it to have better accuracy in predictions. It tries
to correct the errors made by the models by adjusting the
successive models and adding weights to them. This approach
ensures effectiveness in improving the model

Table 5: Tested Algorithms. Adapted by [IBM, 2021]; [Scikit Learn, 2022]

Models were evaluated according to the metrics presented in Table 6.
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the ability of the classifier to
find all positive samples

Metric Description Formula

Accuracy The multi-class classification Accuracy =cp /tp
calculates the accuracy of the | ¢p number of correct predictions
subset: the set of predicted | tp total number of predictions
labels for a sample must exactly
match the corresponding set of
labels in y_true

Precision It is intuitively understood as Precision=tp / (tp / fp)
the ability of the classifiernotto | tp number of true positives
label as positive a sample thatis | fp number of false positives
negative

Sensitivity | It is intuitively understood as Recall =tp / (tp + fn)

tp number of true positives
fn number of false negatives

F1

It can be interpreted as a
harmonic means of precision
and recall. An F1 score reaches
its best value at 1 and its worst
at 0. The relative contribution
of precision and recall to the F1
score is equal

F1= 2+ (psxrs)/(ps+rs)
ps Accuracy
rs Recall

Table 6: Performance Evaluation Metrics [IBM, 2021]

After evaluating the algorithms, Table 7 shows the results obtained by each metric. As
can be seen in the figures, the most outstanding algorithms were LightGBM and
XGBoost. Hence, it is decided to continue only with these two algorithms to the next
stage, where a search for hyperparameters is done for each one to obtain the
configuration that fits best and choose the final model.

Models / Metrics Accuracy | Precision | Sensitivity | Fl-score

SVM 0.816 0.805 0.789 0.796
Random Forest 0.850 0.840 0.840 0.839
Gradient Boosting 0.836 0.827 0.819 0.822
LightGBM 0.850 0.841 0.840 0.840
XGBoost 0.850 0.842 0.840 0.841
Multinomial Logistic | 0.835 0.827 0.822 0.825
Regression

KNN 0.793 0.774 0.766 0.769
GaussianNB 0.658 0.686 0.682 0.624
Decision Trees 0.783 0.771 0.769 0.770
AdaBoost 0.825 0.817 0.812 0.814
Neural networks 0.810 0.80 0.799 0.799
Extra Trees 0.847 0.837 0.836 0.836

Table 7: Metrics of the models
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4 Results

The search for hyperparameters for each algorithm was carried out in different ways,
with tools such as Optuna and RandomizedSearchCV. On the one hand, Optuna is an
automatic hyperparameter optimization software framework designed specifically for
machine learning [Pinto-Mufioz, 2023]. On the other hand, random search through
RandomizedSearchCV is based on extracting a fixed number of parameter
configurations from the specified distributions. It basically refers to randomly testing
different combinations of parameters and evaluating them to score the best combination
of hyperparameters.

As mentioned earlier, the decision was made to continue the hyperparameter
tuning process with only two algorithms: LightGBM and XGBoost. Hyperparameter
tuning techniques were applied by trying various configurations. Tables 8 and 9 present
some notable results with different configurations for the LightGBM and XGBoost
algorithms, respectively. Additionally, for the hyperparameter configuration test for the
LightGBM and XGBoost models, the calculation of the Macro F1 and Micro F1 metrics
was implemented. Macro F1 calculates the F1-Score for each class and then obtains the
unweighted average, while Micro F1 calculates the F1-Score considering the total of
true positives, false positives, and false negatives across all classes. The interpretation
of these two new metrics refers to the model's behavior with respect to each class and
its distribution. The values obtained in these metrics show that the model performs well
despite the presence of data imbalance, particularly in class 1, as will be seen later.

Hyperparameters Average Average Average Average Macro Micro
Accuracy Precisio Sensitivity | F1 Score F1 F1
n
'num_leaves': 40, | 0.855 0.845 0.846 0.845 0.845 0.855

‘n_estimators': 100,
'min_child_samples":
10,

'max_depth'": 3,
'learning_rate': 0.2
'learning_rate': 0.852 0.842 0.842 0.841 0.841 0.852
0.051417608292967
786,

'num_leaves': 26,
'max_depth": 7,
‘min_child samples'
162,

'subsample":
0.746111683039253
9,

'colsample bytree':
0.590438769064488
6,

'reg_alpha":
0.092339128227255
67,

'reg_lambda":
0.042356048609430
104,

'n_estimators': 126,
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Hyperparameters Average Average Average Average Macro Micro
Accuracy Precisio Sensitivity | F1 Score F1 F1
n
'scale_pos weight'":
0.584223027873541
3
'learning_rate': 0.851 0.842 0.842 0.841 0.841 0.851
0.018026065829977
46,
'reg_alpha":

6.779674157856769
e-08,

'reg_lambda":
0.053596159180180
146,

'num_leaves': 23,
'max_depth" 7,

'min_child_samples":

4,
'subsample':
0.790561196083304

'scale_pos weight'":
4.855801771130356

'colsample bytree":
0.972976079256426

'n_estimators': 554

Table 8: Metrics obtained by the hyperparameter sets for the LightGBM model

Hyperparameters Average Average Average Average | Macro F1 | Micro F1
Accuracy | Precision | Sensitivity | F1 Score
'objective": 0.856 0.848 0.846 0.846 0.846 0.856

'multi:softmax’,
'‘num_class": 3,
'importance_type':
'gain’,
'learning_rate":
0.03095824124139
3895,

'max_depth" 7,
'colsample bytree':
0.53305545321795
88,

'n_estimators': 568,
'reg_alpha":
4.10840866869361
43e-08,
'reg_lambda":
0.00024280802318
61165,
'min_child_weight'
o1,
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Hyperparameters Average Average Average Average | Macro F1 | Micro F1
Accuracy | Precision | Sensitivity | F1 Score

'gamma':
0.23340955083195
258,

'subsample':
0.84585621643877
11

'learning_rate': 0.853 0.845 0.842 0.843 0.843 0.853
0.04497814162249
4895,

'max_depth": 5,
'colsample bytree':
0.66120061821493
13,

'n_estimators'": 740,
'reg_alpha":
3.46210656218548
2e-05,
'reg_lambda":
2.52063551092839
38e-08,
'min_child_weight'
13,

'gamma':
0.00021935188142
5621,

'subsample':
0.70480795618010
6

'learning_rate': 0.852 0.843 0.842 0.842 0.842 0.852
0.01695156893362
1472,

'max_depth" 7,
'colsample bytree':
0.59549884804478
91,

'n_estimators": 972,
'reg_alpha":
1.87210845379333
26e-08,
'reg_lambda":
0.00023449555424
35387,
'min_child_weight'
5,

'gamma':
8.25169997019752
6e-05,

'subsample':
0.85771980241438
24

Table 9: Metrics obtained by the hyperparameter sets for the XGBoost model

As presented in Table 10, the model with optimized hyperparameters that yielded
the best result out of the evaluated metrics was XGBoost, said metrics were estimated
by cross-validation to obtain a more robust value.
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Metrics XGBoost LightGBM
Average Accuracy 0.856 0.855
Average Precision 0.848 0.845
Average Sensitivity 0.846 0.846
Average F1 Score 0.846 0.845
Macro F1 0.846 0.845
Micro F1 0.856 0.855

Table 10: Better metrics obtained by XGBoost and LightGBM models

Fig. 5 shows the combination of hyperparameters that gave the best results. It
should be noted that this combination was achieved using Optuna. The hyperparameters
configured for the XGBoost model are as follows. Regarding the speed and stability of
learning, learning rate controls the contribution of each tree, while subsample
determines the proportion of instances considered in the construction of each tree. The
complexity of the model is managed with max_depth, which indicates the maximum
depth of the trees, and colsample bytree, which sets the proportion of features
considered in each tree. Regularization terms such as reg alpha and reg lambda
penalize large coefficients and absolute sums of sheets, respectively, thus helping to
avoid overfitting. In addition, min_child weight, gamma, and n_estimators also affect
model complexity and training speed. Together, these XGBoost settings enable
controlling how the model learns (learning rate), how complex it is (depth and number
of trees), and how it avoids overfitting (regularization). In addition, XGBoost performs
well on datasets with a high number of records, allowing it to identify patterns and
generalize better, also the size of the dataset helps mitigate overfitting in XGBoost
models due to its internal regularization and ability to dynamically adjust the depth of
trees avoiding excessive data noise. After evaluating the models with multiple
hyperparameter configurations, the best combinations are collected and the comparison
between models is made to decide the final proposed model and its hyperparameter
configuration.

pipeline_estimador = Pipeline([
("procesado_variables”, pipeline_procesado),
("estimador", xgb.XGBClassifier(
objective= 'multi:softmax’,
num_class = 3,
importance_type="gain’,
learning_rate=0.030958241241393895,
max_depth=7,
colsample_bytree=0.5330554532179588,
n_estimators=568,
reg_alpha=4.1084086686936143e-08,
reg_lambda=0.00024280802318611656,
min_child_weight=1,
gamma=0.23340955083195258,
subsample=0.8458562164387711
))
D

Figure 5: Hyperparameters configuration of the proposed final model
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Once the model that yielded the highest performance was chosen according to the
evaluated metrics, a series of graphs were created to show the predictions made by the
model versus the real values according to the different classes that the target variable
"nature" has. Fig. 6 shows that the model presents quite accurate predictions for each
class. Specifically, it presents an accuracy of 81% for class 0 (Physical or psychological
violence), 79% for class 1 (Sexual abuse), and 93% for class 2 (Neglect and
abandonment). These values evidence the remarkable performance of the model to
predict, especially in cases where nature has a value of 2 (Negligence and
abandonment).
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Figure 6: Comparison of Real Data and Predictions

Fig. 7 shows that the model erroneously predicted 51 cases of Physical or
Psychological Violence, and 56 cases of Neglect and Abandonment. It made less
mistakes regarding Sexual Abuse, counting only 5 cases. However, the figures
mentioned do not imply that the Sexual Abuse nature is the one with the highest
percentage of success, since it has 79%, being the lowest among the natures. This low
number of erroneous cases can be attributed to the inequality of data in the dataset,
which can cause a bias in the training process; since the model tends to pay more
attention to the classes with greater representation, it makes fewer errors in these
categories during training. This can make it more difficult for the model to set an
effective decision limit for the minority class, resulting in lower prediction accuracy.
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Figure 7: Difference between Real Data and Prediction
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The previously noted imbalance between classes 0 and 2 with respect to class 1
affects the performance of the model. But it should be noted that due to the high metrics
obtained, it was decided to maintain the simplicity of the same and avoid techniques
that increase its complexity and understanding.

In the Fig. 8, the precision and recall curves by class are shown, where it can be
observed that, following the trend shown in the previous graphs, classes 0 and 2
demonstrate good performance, as they maintain high precision even as recall
increases, indicating a good balance. On the other hand, the curve corresponding to
class 1 shows variations in the initial recall values, and as recall increases, precision
decreases at a faster rate compared to the other classes. This indicates that this class is
more challenging to classify correctly, and this lower performance may be due to
class imbalance.

Precision-Recall Curves by Class

— Class 0
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0.9 4

0.8 1

0.7 1

0.6
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0.4 1
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0.2 1

0.0 0.2 0.4 0.6 0.8 1.0
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Figure 8: Precision-Recall Curves by Class

To continue with the analysis of the proposed model, Fig. 9 shows each feature
used for model training and their respective importance. It is obtained thanks to the
feature importance property, which calculates the importance of each variable
according to the criterion configured for the model. In this case, in blue, the configured
criterion was "gain", where the features that have the most impact on reducing the error
of the model are considered more important; and in green, the criterion used was
"weight", which is based on the frequency with which each feature is used to divide the
data in the model trees. Observing the resulting importance, it is possible to conclude
that the variable Event name has a significant importance in the accuracy of the model
but is used less frequently in the construction of trees, contrary to the variables
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Patient hospitalized and Department, which are used very frequently but do not make
a very large contribution to accuracy. Moreover, there are variables such as Scenario or
victim_relationship that are frequently used in the construction of trees and have a
considerable impact on the accuracy of the model. These variables are very relevant.
Considering the results obtained in the performance evaluation metrics, the final
model obtained using the XGBoost algorithm stands out for the scores achieved,
ensuring over 84% in the metrics it was evaluated on, including Accuracy, Precision,
Sensitivity, and F1 Score. However, it is important to recognize that the interpretation
of these metrics should also take into account a series of contextual factors that greatly
influence their meaning and practical application. Aspects such as the size and quality
of the dataset, the relevance of the collected information, the context of the problem
being addressed, geographical or sociocultural peculiarities, can impact the results
obtained. Additionally, the approach used to build the model, the selection of relevant
features, the implementation of data preprocessing techniques, and hyperparameter
optimization play a crucial role in the metrics and predictive capability of an ML model.

Characteristics

® Importance (gain) = Importance (weight)

1.Department
2.Municipality

3.Week

4. Year

S.Age_group
6.Life_cycle

7.Gender

8.Area

9.Commune
10.Type_of_health Insurance
11.Patient_hospitalized
12.Final_condition
13.Activity
14.aggressor_age
15.Aggressor_gender
16.Victim_substance
17.Scenerio

18.Event _name
19.Upgd_name
20.Month
21.Victim_relationship
22.quarter
23.Domestic_violence
24 victima_menor_de_edad
0 25.Aggressor_is_a_minor

1 2 3 4 5§ 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
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Figure 9: Importance of Features

Complementing the previous points, a graph was generated to illustrate the impact
of categories within each feature, in this case, for predicting class or nature 0, using
SHAP. This library allows us to analyse the contributions of categories and their impact
on the prediction generated by the model. To better understand, in Fig. 10, we can
observe the relevance of the features, divided by categories, in predicting class 0. In
red, categories with a positive impact on the effective prediction of this class are
highlighted. On the other hand, in blue, the category "Month with value 12. December”
stands out, which has a negative impact and adversely affects the classification of the
target variable. This result may be due to this category having the least amount of data,
making it a scenario where identifying patterns and correlations is more challenging.
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Figure 10: Feature impact with SHAP

When comparing the results obtained by the model, a variety of performances can
be observed. For example, in the study [Ferreira, 2022], where a KNN model was
developed to predict theft actions in the city of Bucaramanga, values of 59% and 60%
were obtained in recall and accuracy metrics, respectively. The model presented in this
research shows significantly higher performance metrics. However, there were also
models in related works where even more remarkable performance was achieved. In
the model presented by Escobar-Linero [2023], where an Artificial Neural Network
(ANN) was implemented to predict victims' disengagement in legal processes related
to partner violence cases, a result of 91% was obtained in the accuracy metric. These
comparisons highlight the importance of considering performance metrics and contexts
when selecting and evaluating machine learning models.

It is relevant to mention that the key features identified in this model, such as the
incident scenario, geographic area, the relationship between the victim and the
perpetrator, as well as the department or commune, show similarities with factors
highlighted in other studies. For instance, similar to a study on conjugal sexual violence
in India, where previous exposure to violence and geographical location were
emphasized as crucial elements [McDougal, 2021], this model also underscores the
importance of context in the occurrence of violent acts.

Moreover, another study on non-conjugal sexual violence in India identified factors
such as geography and the victim's relationship with the perpetrator, noting that
approximately 45% of cases were perpetrated by partners or ex-partners and 24% by
relatives [Raj, 2021]. These findings are consistent with the results of this study, where
a significant percentage of cases were perpetrated by relatives (53.17%), and records
related to partners or ex-partners represented 22.91%. These similarities highlight the
diversity of influential factors in violence, underscoring the importance of addressing
this issue from multiple perspectives and contexts.

To use the dataset and the proposed model, a web application was created
(https://clasificador-vg.web.app). It has a series of functionalities ranging from
observing the variables of the dataset to creating different types of graphs such as bar,
lines, and donut using the information obtained from the analysis of the dataset. These
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graphs utilize the information obtained from the dataset analysis with the aim of
providing a better understanding of the data and the predictions made by the model.
Additionally, in the tab called predictor (Fig. 11), it is possible to use the model to
predict nature from variables entered by the user through the web application. The
application is able to predict the gender-based violence nature with an average accuracy
of more than 84%.

SANTANDER -1

BUCARAMANGA = Prediccion
na Abuso Sexual

u

Figure 11: Prediction Website

In addition to the above, when making the prediction, the application displays the result
plus a brief description and a graph showing the most important features when making
the prediction. It is important to highlight that, to carry out the process described in this
article thoroughly, several steps were followed. Additionally, a systematic mapping
was conducted for the related works section, which delved into the existing issues and
provided the basis for the development of the tool presented in this document.
Furthermore, the CRISP-DM methodology was employed for its creation, which
consists of several stages (Business Understanding, Data Understanding, Data
Preparation, Modeling, Evaluation, Deployment). This methodology ensured a robust
development of the tool by following a consistent methodological approach.

5 Conclusions and Limitations

The proposed model to predict cases of gender-based violence in Colombia has
demonstrated high accuracy. The process of selecting the final model was meticulous
and covered various stages, from the analysis and careful treatment of the original
dataset to the evaluation of multiple available models. After an exhaustive search for
hyperparameters, it was possible to fine-tune the performance of the model. These
development and optimization phases resulted in a highly promising model, providing
confidence in its ability to contribute to the identification and prevention of gender-
based violence cases.

The developed tool contributes to the approach taken in Colombia to address GBV.
As in the case of the Ministry of Health and Social Protection, where the
implementation of a comprehensive approach to fight it is prioritized and supported by
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various strategies [Ministerio de Salud de Colombia, 2023b]. Within these, Knowledge
Management is key, and the tool developed plays a significant role in this framework.
It also aligns with the interests of the 2023 — 2026 National Development Plan, which
aims at guaranteeing women's rights and proposes the creation of the National
Monitoring System for Gender-based Violence and also the creation of a new national
policy on sexual and reproductive rights, with the purpose that women have a life free
of violence [Departamento Nacional de Planeacion, 2022].

Furthermore, this tool facilitates a detailed understanding of the nature of incidents
linked to gender-based violence. This understanding is essential for the formulation of
appropriate measures and responses. Also, by storing the predictions made, the tool
makes it possible to maintain an accurate record of the data, thus facilitating the analysis
of trends in cases of gender-based violence.

Despite the rigorous process to obtain the final model, the metrics did not
experience a substantial improvement compared to the base XGBoost algorithm;
however, the final model has demonstrated its ability to successfully predict GBV cases
based on user input. This underscores the fundamental limitation in the availability of
comprehensive and extensive datasets in Colombia, which is a challenge in the context
of modelling related to gender-based violence. The lack of adequate datasets with
outstanding and nationally relevant attributes has been a notable obstacle in this
process. Despite this, the final model represents a significant step in the right direction
to address a critically important issue such as gender-based violence.

An important limitation of the developed model is that if the data used to train the
model contain incorrect or biased classifications, the accuracy of the predictions made
will be affected. Additionally, it is necessary to consider that the captured records do
not represent the entirety of gender-based violence cases, as reflected in the data
published by the Observatory of Feminicides in Colombia. Between 2019 and 2021,
there were 1,826 cases of gender-based violence reported, but according to figures from
the Attorney General's Office, only 677 cases were criminally reported during the same
period [Prieto, 2022].

Furthermore, it must be taken into account that the developed tool is conceived as
a first step in the fight against gender-based violence from a machine learning
perspective. However, it is necessary to consider that the use of this technology entails
inherent challenges, such as the need for significant resources like computing power,
data infrastructure, and machine learning expertise, as well as specialized knowledge
in the field. If these challenges are not addressed properly, they may pose obstacles to
the effective integration of machine learning as a relevant tool in this fight.

Additionally, in order to achieve better integration of the developed model in the
fight against gender-based violence, it is crucial to consider that predictions must be
evaluated by experts in the field. Although models can identify correlations, their ability
to understand underlying causes may be limited. Gender-based violence events are
influenced by various external factors such as sociocultural norms and institutional
policies, which can be challenging to fully capture in the model. Therefore, the
involvement of gender-based violence experts is essential for properly interpreting
predictions and making informed decisions in combating this issue. Additionally, it
should be noted that the use of new technologies may generate resistance among those
responsible for combating gender-based violence, hence the development of a user-
friendly tool and activities that encourage its use and understanding are vital.
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Our research has certain limitations, such as the possible bias in the data by
focusing exclusively on the Santander region. Additionally, we recognize that gender
violence detection could benefit from including additional data, such as gestures or non-
verbal cues. However, our strengths lie in the automation and scalability of the
developed tool, providing valuable support to authorities in early detection and timely
intervention in cases of gender violence.
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