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ES Resumen. La proliferación de tecnologías digitales, incluyendo la Inteligencia Artificial (IA), ha modificado la 
manera en la que se accede, se procesa y se comparte la información. No obstante, esta mutación también ha 
intensificado problemas como la desinformación, las dificultades en la verificación de la información y los po-
sibles usos no éticos de la IA, especialmente en contextos educativos y de investigación académica, así como 
el peligro de la disminución de las capacidades de expresión lingüística de los alumnos y de su independencia 
de pensamiento. El presente estudio explora cómo estas dinámicas afectan a la educación, los desafíos que 
deben superar el estudiantado y el profesorado, y las estrategias para mitigar estos riesgos, destacando la 
alfabetización digital.
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ENG Artificial Intelligence in educational contexts: ethical uses 
of information and digital literacy

ENG Abstract. The proliferation of digital technologies, including Artificial Intelligence (AI), has transformed the 
way we access, process and share information. However, this mutation has also intensified problems such as 
misinformation, difficulties in verifying information and possible unethical uses of AI, especially in educational 
and academic research contexts, as well as the danger of diminishing students’ linguistic expression capabili-
ties and their independent thinking. In this paper we explore how these dynamics affect education, the challeng-
es that students and teachers must overcome, and strategies to mitigate these risks, highlighting digital literacy.
Keywords. Artificial Intelligence, ethics, disinformation, digital literacy.
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1. Introducción
La IA ha experimentado una “aceleración exponen-
cial” en poco tiempo, pasando de ser algo sólo re-
servado a estrechos círculos de expertos (Sanagus-
tín, 2024, p. 3) a una cuasi omnipresencia en todas 
las actividades cotidianas (Hashmi y Bal, 2024). La 
desinformación y las falsificaciones generadas por 
la IA están impactando sobre un elevado número 
de facetas del mundo actual (Gregory, 2023), lo que 
acarrea una serie de consecuencias y la necesidad 
de adoptar, desde la sociedad, una respuesta crítica 
y firme (Shoaib et al., 2023). Aparte de los problemas 
éticos y legales (Öhman, 2020), los desafíos que se 
le plantean al periodismo y a los medios de comuni-
cación en general (Wahl-Jorgensen y Carlson, 2021), 
la influencia sobre la seguridad individual y la priva-
cidad (Chauhan y Keprate, 2022; Ciftci et al., 2023), 
el desgaste de la confianza pública (Pawelec, 2022) 
o los efectos sobre la democracia y la opinión pública 
(Schiff et al., 2023), el impacto sobre el mundo educa-
tivo hace que se planteen multitud de interrogantes 
sobre los perjuicios y sobre los beneficios derivados 
del empleo de la IA. Así, los chatbots de IA, como 
es ChatGPT, desde que aparecieran en 2022, han 
hecho surgir una honda preocupación en el ámbito 
educativo (Dempere et al., 2023). Una muestra es la 
inquietud ante asuntos tales como la posibilidad de 
emplearlos para elaborar los trabajos de los estu-
diantes (Roose, 2022; Shankland, 2022), lo cual pone 
en riesgo el desarrollo de competencias esenciales 
(Shrivastava, 2022).

La importancia de este fenómeno, así como sus 
implicaciones, nos han llevado a plantearnos como 
objetivos, en el presente trabajo, la exposición de los 
problemas más relevantes (la desinformación como 
reto global en la educación, los usos no éticos de la IA 
en la misma y la falta de reflexión crítica), así como las 
soluciones (desarrollo de habilidades de pensamien-
to crítico, alfabetización mediática, verificación de la 
información, la implementación ética y responsable 
de herramientas de la IA, el uso de sistemas de tuto-
ría inteligente y personalización, así como la regula-
ción del contenido digital y uso académico de la IA).

2. �La desinformación como reto global 
en la educación

La desinformación constituye un desafío fundamen-
tal en la sociedad actual, incrementado exponencial-
mente por el acceso masivo a plataformas digitales y 
a cualquier tipo de información de fuentes no fiables o 
contrastadas. En el contexto educativo, este fenóme-
no afecta a la aptitud de los alumnos para discernir 
qué información es información fiable y a su habilidad 
para distinguir hechos de opiniones o de información 
no válida académicamente, lo que compromete su 
desarrollo crítico y ético. 

La inexistencia de una legislación rigurosa y de 
sistemas de vigilancia adecuados, ya que debería 
haber algún tipo de regulación (Bushwick y Mukerjee, 
2022), permite, a través de Internet, la expansión de 
contenidos erróneos y/o sesgados generados por la 
IA, que adulteran esta fuente de conocimiento, lo que 

implica la aceptación, por parte de los alumnos, de 
una información no veraz y, a la par, comprometen 
los futuros modelos GPT, ya que estos se adiestra-
rán según los contenidos de la red que los mismos 
modelos GPT han originado y que, por ello, poseen 
asimismo sus sesgos y errores. No es superfluo insis-
tir en la generación de conocimiento no fiable o con 
errores, dado que la IA, en realidad, no entiende el 
propio texto que ha producido. La información produ-
cida por los modelos GPT se encuentra mediatizada 
por los valores de los poseedores o/y generadores de 
los datos que emplean, por lo que nos hallamos ante 
el peligro de que se esté produciendo una reducción 
del abanico de expresión de ideas y opiniones, lo 
que conlleva que las posturas minoritarias sean ex-
cluidas, así como los grupos poblacionales que ten-
gan una escasa presencia digital en la red (UNESCO, 
2024). De ahí que sea imprescindible un desarrollo 
ético de la IA, reduciendo conscientemente el sesgo 
en los algoritmos y en los datos de entrenamiento, 
de tal forma que se asegure la equidad y se elimine 
cualquier tipo de discriminación (Henry y Oliver, 2022; 
Giovanola y Tiribelli, 2023).

Por otro lado, la proliferación de información fal-
sa en redes sociales desjerarquiza contenidos y di-
ficulta la identificación de fuentes confiables (Han-
gloo y Arora, 2022). Esto ha llevado a la necesidad 
de integrar estrategias educativas que promuevan la 
alfabetización mediática y digital, permitiendo a los 
estudiantes evaluar críticamente los datos que con-
sumen (UNESCO, 2024; MEFPD, 2024). Por ello, esta 
alfabetización debe insistir en los riesgos de creer ex-
cesivamente en todo lo que nos proporcionan las tec-
nologías basadas en la IA, alertando especialmente 
sobre todo lo relativo al riesgo de plagio que poseen 
los chatbots, ya que seleccionan sus propuestas de 
los datos de entrenamiento (Ghosal, 2021). Pueden 
citarse, asimismo, como ejemplo, las alucinaciones, 
que son respuestas de la IA que no tienen ninguna 
explicación desde el punto de vista de los datos em-
pleados en el entrenamiento (Cao et al., 2017; Falke 
et al., 2019). De ahí la importancia de insistir en que 
cualquier sistema de IA, por muy bien diseñado que 
esté, puede cometer errores, ya que depende de la 
calidad de los datos utilizados para entrenarlo (Ka-
plan y Haenlein, 2019).

2.1. Desinformación con la IA:
•	� La proliferación de deepfakes y la desinfor-

mación generada por la IA representan ame-
nazas significativas para la integridad de los 
ecosistemas de información (Dempere et al., 
2023). La posibilidad de alterar imágenes para 
crear otras nuevas, muy similares a las autén-
ticas, pero falsas, con el objeto de llevar a cabo 
suplantaciones, favorece la difusión de con-
ductas contrarias a la ética y que caen dentro 
del ámbito delictivo (UNESCO, 2024). Se han 
propuesto marcos integrados que combinan 
algoritmos de detección avanzados, colabo-
ración entre plataformas y políticas para miti-
gar estos riesgos (Shoaib et al., 2023), siendo 



5López, A. y Sánchez J. Derecom. Revista Internacional de Derecho de la Comunicación y de las Nuevas Tecnologías 38 - 1, 2025: 3-11

fundamental la investigación de cómo pueden 
crearse y ser detectadas (Mirsky y Lee, 2022). 

•	� Las plataformas digitales modernas y las tec-
nologías emergentes, incluida la IA, introdu-
cen nuevos riesgos en la gestión de crisis. Se 
necesita un enfoque sistemático y coordinado 
para los esfuerzos sostenibles contra la desin-
formación (Hangloo y Arora, 2022; Karinshak y 
Jin, 2023).

2.2. Usos No Éticos de la IA en Educación
Problemas Éticos:

•	� Los problemas éticos más destacados, del uso 
de aplicaciones móviles impulsadas por la IA 
en la educación, incluyen la mala utilización de 
datos privados y la vigilancia de la vida de las 
personas (Klimova et al., 2023). Se recomienda 
lo que podríamos denominar como la “algorit-
movigilancia”, con la finalidad de monitorear y 
prevenir los efectos adversos de los  algorit-
mos, que podría basarse en la predicción de 
acciones individuales, partiendo de los datos 
que se obtienen de las interacciones entre los 
usuarios y el chatbot, extremos que nos lleva-
rían a exponer cuestiones sobre la igualdad y la 
libertad personal (Akgun y Greenhow, 2022). De 
ahí que los patrones que pueden identificar los 
chatbots, le aportan, al propietario del algorit-
mo, lo que podemos denominar como ventaja 
informativa (Murtaellia et al., 2021). Un posible 
ejemplo es que algunos centros de enseñan-
za superior pudiesen utilizar los chatbots para 
mediatizar los comportamientos de los alum-
nos, en el sentido de que optasen, de forma 
artificial, por cursar unos estudios en lugar de 
otros (Dempere et al., 2023).

•	� La rápida integración de la IA en el sistema 
educativo ha planteado desafíos éticos, como 
el impacto en las habilidades de pensamiento 
crítico, la autonomía y la toma de decisiones 
éticas de los estudiantes. Se propone a las 
instituciones educativas establecer políticas y 
directrices significativas para maximizar el uso 
beneficioso de la IA en las instituciones edu-
cativas (Saylam et al., 2023). 

Falta de Reflexión Crítica:
•	� A pesar de los avances que se están produ-

ciendo, existe una falta de juicio crítico sobre 
los retos y peligros de la IA en la educación 
superior. La ética en los estudios de la IA es 
un área de investigación ignorada, a pesar 
de la penetración de dicha IA en todos los 
niveles de la educación (Bozkurt et al., 2021). 
La tenue conexión con los postulados peda-
gógicos teóricos y la necesidad de explorar 
puntos de vista que aúnen ética y educación 
en el empleo de la IA, son áreas que requieren 
mayor atención, de ahí que deberían centrarse 
los esfuerzos en estos segmentos (Zawacki-
Richter et al., 2019). 

•	� Sin embargo, la IA, especialmente el apren-
dizaje automático (Machine Learning), se ha 
utilizado para combatir la desinformación me-
diante diversas técnicas. 

De ellas podemos mencionar las siguientes: 
	 	� Clasificación automática. Es la forma más 

simple de llevar a cabo un análisis de la 
desinformación. Así, mediante un grupo 
de datos etiquetados, puede entrenarse 
un modelo de clasificación para discernir 
los contenidos verdaderos de los falsos 
(Nakamura et al., 2020). No obstante, pre-
senta el hándicap de que no es exportable 
de unos dominios a otros (Shu et al., 2017)

	 	� Extracción de características. Se focaliza 
en hallar características de desinforma-
ción que sean susceptibles de poder em-
plearse, con la finalidad de poder detectar 
aquellos contenidos que lo sean (Zhou et 
al., 2020).

	 	� Fact-checking híbrido. Consiste en la bús-
queda de contenidos engañosos mediante 
periodistas especializados. A pesar de sus 
buenos resultados, llegados a un estadio 
determinado acaban por convertirse en 
un obstáculo (Montoro-Montarroso et al., 
2023). 

	 	� Creación de contenido sintético realista 
(Xu et al.,2023), si bien esto último, preci-
samente, a la par puede generar también 
más desinformación (Massod et al., 2022). 

	� Sin embargo, estas soluciones aún no han 
trascendido ampliamente los laboratorios de 
investigación, dada la limitación que impone el 
trabajar con grupos de datos de capacidad li-
mitada. Por ello, la investigación debe dirigirse 
a la creación de sistemas fundamentados en 
la IA que sean confiables para poder detectar 
la desinformación y no depender de medios 
automatizados en su totalidad (Montoro-Mon-
tarroso et al., 2023). 

3. � Procedimientos para mitigar la 
desinformación en la educación con 
inteligencia artificial

Eliminar los efectos nocivos de la desinformación en 
la educación, mediante la IA, puede lograrse a través 
de varias estrategias clave, aparte de lo mencionado 
más arriba sobre el Machine Learning. Podemos des-
tacar el desarrollo de habilidades de pensamiento 
crítico, la alfabetización mediática, la verificación de 
la información y la implementación ética y responsa-
ble de las herramientas de la IA.

3.1. � Desarrollo de Habilidades de 
Pensamiento Crítico

El desarrollo de habilidades de pensamiento crítico, 
tales como el análisis, la evaluación y la generación 
de argumentos o información, basándose en eviden-
cias sólidas y lógicas, es esencial para que los estu-
diantes y los investigadores puedan distinguir entre 
los mensajes veraces y la desinformación, a la vez 
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que se mantiene la integridad académica. Es nece-
sario el desarrollo de métodos de enseñanza espe-
cíficos que fomenten el pensamiento crítico (August 
y Trostle, 2018), para apoyar al alumnado a lograr un 
mayor entendimiento de los contextos en los que se 
utiliza la IA y a emplearla de manera efectiva y ética. 
El empleo de la IA en contextos educativos e inves-
tigadores es altamente beneficioso, siempre que se 
preserven la integridad académica y no se menosca-
ben las habilidades de pensamiento crítico (Rusandi 
et al., 2023). De ahí que la IA pueda dar lugar a una 
mutación de la enseñanza a través de elementos ta-
les como el aprendizaje autónomo o la individualiza-
ción de los contenidos, lo que redundaría en garanti-
zar la transparencia, la igualdad y la seguridad (Ortiz 
Muñoz, 2024).

3.2. � Alfabetización Mediática y 
verificación de la información

La alfabetización mediática es crucial para propor-
cionar a los estudiantes las herramientas necesarias 
para identificar investigaciones creíbles y sólidas, de 
ahí que enseñarles a discernir cuándo se ha utiliza-
do la IA y a identificar noticias falsas puede mejorar 
significativamente su capacidad para realizar investi-
gaciones efectivas en la era digital (Black y Fullerton, 
2020; Shoaib et al., 2023). 

La alfabetización mediática, digital y en datos, 
es clave para contrarrestar la desinformación. Estas 
competencias permiten a los estudiantes no solo 
consumir información críticamente, sino también 
participar activamente en la creación de contenido 
ético y veraz. Algunos estudios subrayan la importan-
cia de enseñar habilidades para evaluar la validez de 
las fuentes, fomentar el pensamiento crítico y enten-
der la lógica que hay detrás de la generación de noti-
cias falsas (Kajimoto y Fleming, 2019). 

3.3.  Marco de competencia digital docente:
En España (Resolución de 4 de mayo de 2022), se ha 
establecido un marco de competencia digital docen-
te por el que se establecen las “Áreas, competencias, 
etapas, niveles e indicadores de logro y ejemplifica-
ción a través de  afirmaciones sobre el desempeño 
correspondiente al nivel de cada competencia” (Ane-
xo I, p. 67980).

Podemos señalar algunas de estas áreas:
Área 1. Compromiso profesional.
�1.1 Comunicación organizativa: Utilizar las tecnolo-
gías digitales establecidas por las Administracio-
nes Educativas o por los titulares del centro, para 
aplicar las estrategias de comunicación organiza-
tiva entre los agentes de la comunidad educativa 
y de estos con terceros.
�1.2 Participación, colaboración y coordinación 
profesional: Utilizar las tecnologías digitales para 
participar en los órganos colegiados de gobierno 
y de coordinación docente del centro. 
�1.3 Práctica reflexiva: Reflexionar sobre la práctica 
pedagógica digital que se desarrolla en el aula y 

en el centro con la finalidad de aplicar las mejoras 
identificadas a través de este proceso.
�1.4 Desarrollo profesional digital continuo: De-
sarrollar de forma continuada las competencias 
profesionales docentes a través de medios digita-
les. Mantener actualizada la competencia digital 
docente.
�1.5 Protección de datos personales, privacidad, 
seguridad y bienestar digital: Utilizar de manera 
responsable, segura y saludable las tecnologías 
digitales para evitar riesgos laborales, personales 
y en el entorno y para garantizar el bienestar físi-
co, psicológico y social del alumnado al utilizar las 
tecnologías digitales.

Área 2. Contenidos digitales
�2.1 Búsqueda y selección de contenidos digitales: 
Localizar, evaluar y seleccionar contenidos digita-
les de calidad para apoyar y mejorar la enseñanza 
y el aprendizaje. Considerar, de forma específica, 
el objetivo de aprendizaje, el contexto, el enfoque 
pedagógico, el tipo de licencia y aspectos técni-
cos que garanticen la accesibilidad universal, la 
usabilidad y la interoperabilidad.
�2.2 Creación y modificación de contenidos digita-
les: Modificar y adaptar los contenidos educativos 
digitales respetando las condiciones de uso esta-
blecidas por cada licencia. Crear nuevos conteni-
dos educativos digitales dentro de entornos se-
guros. Considerar, de modo específico, el objetivo 
de aprendizaje, el contexto, el enfoque pedagógi-
co y los destinatarios al diseñar y crear o modificar 
los contenidos digitales. 
�2.3 Protección, gestión y compartición de con-
tenidos digitales: Catalogar los contenidos edu-
cativos digitales y ponerlos a disposición de la 
comunidad educativa y del colectivo profesional 
utilizando entornos seguros. Proteger eficazmen-
te los contenidos digitales. Respetar y aplicar 
correctamente la normativa sobre propiedad in-
telectual y derechos de autor en la gestión y com-
partición de contenidos digitales.

Área 3. Enseñanza y aprendizaje
�3.1 Enseñanza: Integrar en las programaciones di-
dácticas el uso de las tecnologías digitales para 
mejorar la eficacia de las prácticas docentes. 
Gestionar y coordinar adecuadamente las inter-
venciones didácticas digitales. Desarrollar y ex-
perimentar con nuevos formatos y métodos peda-
gógicos para la enseñanza y para el aprendizaje.
�3.2 Orientación y apoyo en el aprendizaje: Utilizar 
las tecnologías y servicios digitales, cumpliendo 
con las medidas de seguridad y protección de da-
tos. Emplear las tecnologías digitales para ofrecer 
orientación y asistencia pertinente y específica. 
Desarrollar y experimentar nuevas vías y formatos 
para ofrecer orientación y apoyo, respetando los 
derechos digitales de todo el alumnado y evitando 
cualquier tipo de discriminación o sesgo.
�3.3 Aprendizaje entre iguales: Seleccionar y utili-
zar tecnologías digitales seguras para mejorar el 
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aprendizaje del alumnado a través de la colabo-
ración. 
�3.4 Aprendizaje autorregulado: Utilizar las tecno-
logías digitales para favorecer en el alumnado la 
metacognición.

Área 4. Evaluación y retroalimentación
�4.1 Estrategias de evaluación: Utilizar las tecno-
logías digitales para el diseño de los medios e 
instrumentos de evaluación e implementarlos 
cumpliendo con las medidas de seguridad y pro-
tección de datos personales.
�4.2 Analíticas y evidencias de aprendizaje: Ge-
nerar, almacenar, validar, seleccionar, analizar e 
interpretar las evidencias digitales sobre la acti-
vidad, el rendimiento y el progreso del alumnado 
con el fin de mejorar el proceso de enseñanza y el 
aprendizaje, respetando la normativa vigente en 
cuanto a protección de datos.
�4.3 Retroalimentación y toma de decisiones: Uti-
lizar las tecnologías digitales para ofrecer retroa-
limentación al alumnado. Adaptar las estrategias 
de enseñanza y proporcionar refuerzo específico 
a partir de los datos obtenidos. Informar al alum-
nado y a las familias y facilitar la comprensión de 
las evidencias de aprendizaje aportadas por las 
tecnologías digitales para que sean utilizadas en 
la toma de decisiones.

Área 5. Empoderamiento del alumnado
�5.1 Accesibilidad e inclusión: Emplear las tecnolo-
gías digitales para facilitar el aprendizaje de todo 
el alumnado eliminando las barreras contextuales 
para su presencia, participación y progreso. Ga-
rantizar la accesibilidad física, sensorial y cog-
nitiva a los recursos digitales. Adoptar medidas 
que promuevan la equidad y permitan reducir o 
compensar la brecha digital y el impacto de las 
desigualdades socioculturales y económicas en 
el aprendizaje.
�5.2 Atención a las diferencias personales en el 
aprendizaje: Utilizar las tecnologías digitales para 
atender las diferencias del alumnado.
�5.3 Compromiso activo del alumnado con su pro-
pio aprendizaje: Integrar las tecnologías digitales 
en estrategias pedagógicas que promuevan el 
compromiso activo del alumnado incentivando el 
desarrollo de operaciones cognitivas complejas y 
de competencias transversales, como el pensa-
miento crítico o la creatividad.

�Área 6. Desarrollo de la competencia digital del 
alumnado
�6.1 Alfabetización mediática y en el tratamiento de 
la información y de los datos.
�6.2 Comunicación, colaboración y ciudadanía di-
gital: Diseñar, implementar e integrar propuestas 
pedagógicas para el desarrollo y evaluación de la 
competencia digital del alumnado en la comuni-
cación.
�6.3 Creación de contenidos digitales: Diseñar, im-
plementar e integrar, en los procesos de enseñan-
za y aprendizaje, propuestas pedagógicas para el 
desarrollo y evaluación de la competencia digital 

del alumnado en la creación y reelaboración de 
contenidos digitales.
�6.4 Uso responsable y bienestar digital: Diseñar, 
implementar e integrar, en los procesos de en-
señanza y aprendizaje, propuestas pedagógicas 
para el desarrollo y evaluación de la competencia 
digital del alumnado en el uso seguro, responsa-
ble, crítico, saludable y sostenible de las tecnolo-
gías digitales.
�6.5 Resolución de problemas: Diseñar, imple-
mentar e integrar, en los procesos de enseñanza 
y aprendizaje, propuestas pedagógicas para el 
desarrollo y evaluación de la competencia digital 
del alumnado en la utilización de las tecnologías 
digitales para resolver problemas cotidianos y 
desenvolverse, como prosumidor, de forma crea-
tiva y crítica en un mundo digitalizado (Anexo I, pp. 
67980–68024).

En el contexto educativo, es muy importante que 
tanto docentes como alumnos adquieran estas com-
petencias como objeto mismo de aprendizaje (Ortiz 
Muñoz, 2024; Díaz y Nussbaum, 2024) ya que, como 
la propia resolución apunta: 

Forman parte de la alfabetización básica de 
toda la ciudadanía en las etapas educativas 
obligatorias y de educación de adultos y con-
stituyen un elemento esencial de la capacit-
ación académica y profesional en las enseñan-
zas postobligatorias. Por otra, los docentes y el 
alumnado han de emplearlas como medios o 
herramientas para desarrollar cualquier otro 
tipo de aprendizaje (Anexo, p. 67979) 

3.4. � Implementación Ética y Responsable 
de herramientas de la IA

La implementación ética y responsable de herra-
mientas de la IA en la educación es fundamental para 
mitigar los riesgos asociados con la desinformación. 
El profesorado debe ser consciente de los posibles 
sesgos en los algoritmos y los datos, así como de los 
problemas de privacidad (Chauhan y Keprate, 2022) 
y la disminución de la interacción humana (Zawacki-
Richter et al., 2019; Baidoo-Anu y Ansah, 2023; Dem-
pere et al., 2023).

La inteligencia artificial en la educación superior 
puede generar sesgos, plagio (Ghosal, 2021), micro-
gestión y problemas de privacidad (Chauhan y Kepra-
te, 2022), además de afectar a la ética, la creatividad 
y el pensamiento crítico (Meckler y Verma, 2022; Iva-
nov, 2023).

Es importante que los miembros del cuerpo do-
cente utilicen proactivamente y de manera ética las 
herramientas de la IA (Bouteraa et al., 2024) para mi-
tigar riesgos como el fraude académico. ChatGPT y 
otras IA generativas ofrecen beneficios como apoyo a 
la investigación, la evaluación mecanizada en los es-
tudios superiores y una optimización de las interac-
ciones ser humano/computadoras (Brito et al., 2019; 
Rusandi et al., 2023; Cámara Molina, 2024), pero 
también presenta riesgos como fraude académico 
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(Meckler y Verma, 2022), seguridad de la evaluación 
en línea y otro tipo de consecuencias socioeconómi-
cas, tales como brechas en la alfabetización digital, 
desplazamiento laboral y la ansiedad provocada por 
la propia IA (Dempere et al., 2023). 

No obstante, están apareciendo herramientas, 
como los métodos de verificación basados en la IA, 
que se revelan como aliados importantes para identi-
ficar información falsa en entornos educativos.

3.5. � Uso de Sistemas de Tutoría Inteligente y 
Personalización

Los sistemas de tutoría inteligente y la personaliza-
ción pueden ayudar a los estudiantes a recibir apoyo 
académico adaptado a sus necesidades individuales, 
lo que puede mejorar su comprensión y reducir la de-
pendencia de fuentes de información no verificadas. 
La investigación sobre la IA en la educación superior 
se centra en la elaboración de perfiles, la evaluación 
y la personalización, pero es necesaria una reflexión 
más crítica sobre los desafíos, los riesgos y los enfo-
ques críticos (Zawacki-Richter et al., 2019). 

Sin embargo, un número importante de investiga-
dores sostienen que los chatbots no poseen cuali-
dades humanas imprescindibles como la empatía, la 
asertividad o la capacidad de captar las emociones 
(Murtarellia et al., 2021). Por ello, no es conveniente 
que la IA reemplace a los profesores, ya que es in-
capaz de proporcionar a los estudiantes la huma-
nidad de los docentes, ni tampoco experiencias de 
aprendizaje valiosas como la reflexión existencial o 
el rigor ético (Felix, 2020). No obstante, desde otra 
perspectiva se sostiene que, cada vez más, la línea 
que separa lo humano de la máquina se está hacien-
do muy difusa (Guzmán y Lewis, 2022), lo que conlle-
va reestructurar constantemente qué papeles deben 
atribuírseles (Hevner y Storey, 2023), de ahí que se 
haga apremiante que los supuestos éticos pasen a 
un primer plano (Alasadi y Balz, 2023). 

Teniendo en cuenta ambas posturas, lo que se 
colige es que estamos ante el umbral de una nueva 
forma de entender la enseñanza, tanto en los modos 
de aprendizaje, como en qué se le va a pedir impartir 
al profesorado (Cámara Molina, 2024).

3.6. � Regulación del contenido digital y uso 
académico de la IA

En el ámbito académico debe tenerse en cuenta 
que nos encontramos ante cambios importantes y, 
a la par, delicados, puesto que surgen tanto peligros 
como ventajas y es preciso manejar todo ello desde 
un enfoque ético (Cámara Molina, 2024).

Es muy necesario desarrollar políticas que pro-
muevan la transparencia en la creación de conteni-
do digital y el etiquetado de materiales generados 
por la IA. Los riesgos se hallan, principalmente, en 
la extendida y errónea idea de que, tanto los datos 
como la codificación, en lugar de ser valores relativos 
y cuestionables, son fundamentos absolutos, ya que 
la tendencia es reducir, tanto la educación como el 
propio aprendizaje, a un mero razonamiento estadís-
tico, prescindiendo de los valores intrínsecos al ser 

humano. La problemática educativa y la trascenden-
cia del hecho educativo poseen una complejidad tal, 
que aún no es posible aprehenderlas y solucionarlas 
desde el punto de vista tecnológico (Selwyn, 2016).

El Instituto Nacional de Tecnologías Educativas 
y de Formación del Profesorado (INTEF), organismo 
dependiente del Ministerio de Educación, Formación 
Profesional y Deportes de España (MEFPD), ha elabo-
rado una Guía sobre el uso de la Inteligencia Artificial 
en el ámbito educativo (2024). En ella, además de 
orientar sobre las posibilidades y aplicaciones de la 
IA en educación, dedica un capítulo completo a las 
propuestas prácticas para abordar la relación que 
debe establecerse entre la ética y la IA con el alumna-
do, destacando cómo tienen que trabajarse con los 
estudiantes los sesgos algorítmicos, las deepfakes, 
la privacidad y la seguridad de los datos, la equidad y 
la inclusión (MEFPD, 2024).

También, en este sentido, es fundamental que el 
uso de la inteligencia artificial, en el aprendizaje aca-
démico y las tareas que deben realizar tanto docentes 
como alumnos se realicen de forma ética y respon-
sable, verificando que todas las aplicaciones de la 
IA respeten la privacidad (Chauhan y Keprate, 2022), 
promuevan la equidad y transparencia, y eviten la des-
información (Pedró et al., 2019; Henry y Oliver, 2022; 
Cámara Molina, 2024). Estudiantes y docentes deben 
utilizar estas tecnologías de apoyo como herramientas 
complementarias, sin delegar en ellas su responsabi-
lidad académica y garantizando siempre la autoría ori-
ginal y la integridad del trabajo presentado.

La Universidad Internacional de La Rioja, partien-
do de su Responsabilidad Social Corporativa y adap-
tándose a los requerimientos de una sociedad en 
continua evolución, ha sido una precursora en el uso 
crítico y responsable de la IA, publicando la Declara-
ción UNIR para un uso ético de la Inteligencia Artificial 
en Educación Superior (27/02/2024). Su objetivo es el 
de “sentar unas bases de consenso que guíen a to-
dos los actores que forman parte del grupo Proeduca 
(profesores, estudiantes, personal de gestión, junta 
de gobierno, investigadores, etc.) en el uso, aplica-
ción, e incluso desarrollo de soluciones basadas en 
IA”, ya que es ineludible compaginar los usos positi-
vos de la IA con la práctica docente e investigadora 
(Burgos, 2024). 

Dicha declaración se articula sobre los siguientes 
principios:

–	 Principio de Contribución Social
–	 Principio de Equidad
–	 Principio de Capacitación
–	 Principio de Supervisión
–	 Principio de Ética
–	 Principio de Confidencialidad
–	 Principio de Transparencia
–	 Principio de Sostenibilidad
–	 Principio de Conocimiento
–	 Principio de Trazabilidad

En suma, “UNIR se compromete a utilizar la inteli-
gencia artificial de manera ética y responsable, a po-
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tenciar el conocimiento, promover la innovación y be-
neficiar a la sociedad en su conjunto” (Burgos, 2024).

Por último, merece señalarse que, en un nivel más 
amplio, la UNESCO ha publicado siete pasos que las 
instituciones de gobierno pueden dar para la regula-
ción de la IA generativa, aprovechando sus virtudes y 
ejerciendo sobre ella un control público:

“Paso 1: Adscribirse a regulaciones generales de 
protección de datos internacionales o regionales, o 
desarrollar normativas nacionales.

Paso 2: Adoptar/revisar y financiar estrategias so-
bre IA para todo el sector gubernamental.

Paso 3: Consolidar e implementar normativas es-
pecíficas sobre la ética de la IA.

Paso 4: Adaptar o hacer cumplir las leyes de dere-
chos de autor existentes para regular los contenidos 
generados por IA.

Paso 5: Elaborar marcos regulatorios sobre la IA 
generativa.

Paso 6: Construir capacidades para el uso ade-
cuado de la IAG en educación e investigación.

Paso 7: Reflexionar sobre las implicaciones a lar-
go plazo de la IAG en para la educación y la investiga-
ción” (2024, pp. 19–20).

4.  Conclusiones
La desinformación y los usos no éticos de la IA en 
la educación son problemas complejos que requie-
ren enfoques multidisciplinares y colaborativos. La 
implementación de políticas éticas, la vigilancia de 
algoritmos y la educación sobre el empleo de la IA 
con responsabilidad son esenciales para mitigar los 
riesgos asociados. Además, es crucial desarrollar 
sistemas de IA confiables y colaborativos para la de-
tección temprana de desinformación y fomentar una 
reflexión crítica sobre los desafíos éticos en la edu-
cación.

Para eliminar la desinformación en la educación 
con la IA es crucial desarrollar habilidades de pensa-
miento crítico, fomentar la alfabetización mediática 
y asegurar una implantación desde el punto de vista 
ético y con responsabilidad de las herramientas de la 
IA. Estas estrategias pueden ayudar a los estudian-
tes y educadores a manejarse  de forma consciente 
y segura en el contexto digital actual, reduciendo la 
propagación de desinformación y mejorando la cali-
dad de la educación.

Es necesaria una profunda reflexión, desde diver-
sas posturas y puntos de vista, que aborde la onto-
logía de las experiencias y creaciones que genera la 
IA, así como un refuerzo de nuestros parámetros de 
conocimiento y discernimiento de lo que es auténtico 
o falso, todo ello con vistas a devolver a las personas 
una autonomía que se ve cercenada por representa-
ciones de la IA que se dan sin su consentimiento.

Por último, deben señalarse los innumerables be-
neficios y potencialidades, en los contextos educati-
vos y de la investigación, que posee una IA sabiamen-
te gestionada, que no se superponga al pensamiento 
crítico y a la integridad académica, y que posibilite 
cohabitar éticamente con las formas de conocimien-
to que se venían llevando a cabo.
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