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Abstract

We have investigated the properties (e.g., age, metallicity) of the stellar populations of a ringlike tidal stellar stream
(or streams) around the edge-on galaxy SPRC047 (z= 0.031) using spectral energy distribution (SED) fits to
integrated broadband aperture flux densities. We used visual images in six different bands and Spitzer/IRAC
3.6 μm data. We have attempted to derive best-fit stellar population parameters (metallicity, age) in three
noncontiguous segments of the stream. Due to the very low surface brightness of the stream, we have performed a
deconvolution with a Richardson–Lucy–type algorithm of the low spatial resolution 3.6 μm IRAC image, thereby
reducing the effect of the point-spread function aliased emission from the bright edge-on central galaxy at the
locations of our three stream segments. Our SED fits that used several different star formation (SF) history priors,
from an exponentially decaying SF burst to continuous SF, indicate that the age–metallicity–dust degeneracy is not
resolved, most likely because of inadequate wavelength coverage and low signal-to-noise ratios of the low surface
brightness features. We also discuss how future deep visual–near-infrared observations, combined with absolute
flux calibration uncertainties at or below the 1% level, complemented by equally well absolute flux-calibrated
observations in ultraviolet and mid-infrared bands, would improve the accuracy of broadband SED fitting results
for low surface brightness targets, such as stellar streams around nearby galaxies that are not resolved into stars.

Unified Astronomy Thesaurus concepts: Stellar streams (2166); Tidal disruption (1696); Galaxy mergers (608);
Galaxy evolution (594); Astronomy image processing (2306); Spectral energy distribution (2129)

1. Introduction

The detection of stellar streams around nearby edge-on disk
galaxies (e.g., Martínez-Delgado et al. 2010, 2023a) provides
direct, unequivocal evidence of the importance of minor
mergers and dynamically significant satellite galaxy accretion
events that will drive the growth and morphological evolution
of massive disk galaxies until the current epoch. In the past
decade, the main limitation that has prevented a better
understanding of the actual contribution of these minor merger
events in the buildup of stellar halos has been the missing
accurate photometry of stellar streams. The detection of these
faint structures is very challenging owing to their low surface
brightness (typically fainter than 26 AB mag arcsec−2). For this
reason, the majority of known stellar streams have been
discovered around nearby spiral galaxies using deep imaging
and a very broadband (luminance) filter (e.g., Martínez-
Delgado et al. 2015). The use of a very broadband filter does
not allow the determination of stream colors and, thus, their
stellar populations. However, the new generation of large-scale
surveys (e.g., Dark Energy Spectroscopic Instrument (DESI)
Legacy Imaging Surveys, Dey et al. 2019; Ultraviolet Near-

Infrared Optical Northern Survey11) has made it possible to
obtain, for the first time, broadband photometry of a few
hundred of these faint structures (e.g., Martínez-Delgado et al.
(2023a), J. Miró-Carretero et al. 2024, in preparation).
Interestingly, the colors of stellar streams around Milky Way
analogs are redder than the survivor satellites, as determined by
the Satellites Around Galactic Analogs survey (Geha et al.
2017; Mao et al. 2021), a difference that is still controversial.
Photometric studies in the infrared have only covered a

couple of nearby galaxies, including M83 (Barnes et al. 2014)
and NGC 5907 (Laine et al. 2016). The exact nature of these
accreted, and in the process disrupted, companion galaxies can
only be determined if some basic properties of the stellar
populations of the disrupted companion galaxies, such as the
age, metallicity, and mass of the dominant population of their
constituent stars, are known. One complicating factor is the
well-known stellar population age–metallicity degeneracy (e.g.,
Worthey 1994), exacerbated by the unknown amount of dust
within the disrupted secondary galaxy. As demonstrated by,
e.g., Spitler et al. (2008), Laine et al. (2016), and Pandya et al.
(2018), visual–3.6 μm colors and spectral energy distribution
(SED) fitting provide a new tool to make progress in resolving
the age–metallicity degeneracy without obtaining expensive
spectra. Consequently, a more accurate determination of the
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stellar mass-to-light (M/L) ratio and stellar mass will become
possible. However, the power of SED fitting has not been
tested thoroughly in the lowest surface brightness regime,
including spatially unresolved faint tidal stellar streams around
nearby disk galaxies.

In the Milky Way and Andromeda (M31) galaxies, stellar
streams can be resolved into their individual stars, which has
allowed for numerous studies of their stellar populations (e.g.,
de Boer et al. 2015; Dey et al. 2023). However, for streams
around more distant galaxies this is not possible, and we can
only study them with integrated surface brightness photometry.
Without going to the detailed age and metallicity estimates, a
few papers (e.g., Martínez-Delgado et al. 2023b, NGC 922)
have used broadband colors of the stellar tidal features to derive
mass-to-luminosity ratios. Laine et al. (2016) presented a study
of sections of stellar streams around the nearby (z= 0.002)
edge-on galaxy NGC 5907. They used the Flexible Stellar
Population Synthesis (FSPS) package (Conroy et al. 2009;
Conroy & Gunn 2010) to model the observations that covered
wavelengths from the visual to 3.6 μm and found evidence for
a fairly massive disrupted companion galaxy, based on an old
and metal-rich stellar population. Foster et al. (2014) studied
the narrow stellar stream apparently emanating from the
Umbrella Galaxy NGC 4651 with Subaru Suprime-Cam
(Miyazaki et al. 2002) wide-field camera observations in three
broad bands (g¢, r¢, and i¢) and made estimates of the age and
metallicity of the stream based on the visual color indices of the
narrow stellar stream.

While traditionally only single-burst, exponentially declining
star formation (SF) models have been used to fit stellar
populations in low surface brightness targets, such as
ultradiffuse galaxies (UDGs; e.g., Pandya et al. 2018; Buzzo
et al. 2022), nonparametric models could potentially provide a
viable alternative for determining the SF history (SFH) from
SED fits. Leja et al. (2019) recently demonstrated the
advantages of nonparametric SFH models through “ground-
truth” analysis of mock galaxies (see also Carnall et al. 2019
for a comparison of parametric SFH models, such as
exponentially declining models). The nonparametric models
offer more flexibility in describing realistic SFHs and often
produce less biased results with respect to parameters such as
stellar mass and SF rate (SFR). In comparison, parametric
models are known to have biased trends between degenerate
parameters (e.g., metallicity, dust, and age), given the
inflexibility of their SFH prescription.

An unresolved problem (and not much discussed in any
previously published work) is how much flexibility matters
when the observations provide little constraint on the shape of
the SFH (e.g., because the observations are of low signal-to-
noise ratio (S/N) or are limited in wavelength coverage). Leja
et al. (2019) concluded that SED fitting results based on low
S/N and/or insufficient wavelength coverage are highly
influenced by the model. Their recommendation was to use a
model that is commensurate with the true SFH—but of course
the true SFH is not always known a priori! So the problem
becomes circular. With this in mind, our approach has been to
use an SFH model that is logically appropriate for the object we
are studying. Therefore, e.g., a delayed-exponential SFH is not
necessarily expected to be a bad choice for an object that
perhaps stopped forming stars a long time ago.

Any conclusions drawn from parametric models with respect
to degenerate parameters should consider the expected biases

discussed in Leja et al. (2019). A nonparametric continuous SF
prior would actually be a poor prior for an SFH that quenched a
long time ago (or even recently, as shown by Leja et al. 2019).
The fact that some works use the continuous SF prior to fit all
the galaxies, and that all the results are compared without
consideration of the prior, has been a problem in the SED
fitting field in recent years.
Lower et al. (2020) compared masses (and ages) derived

from mock galaxy observations at z= 0, using S/N≈ 30
photometry that covered far-ultraviolet (FUV) to 0.5 mm
wavelengths, fitted with several different SFH models. By
comparing the true and recovered mass-weighted ages, they
showed that while the derived ages from the nonparametric
(with a Dirichlet prior with α= 0.7) model are typically
overestimated, the parametric model-derived ages are more
typically underestimated. More generally speaking, a poor
choice of an SFH model (one that is incommensurate with the
true SFH) will lead to particularly biased results, for example,
when assuming a constant SFH for a largely quiescent galaxy,
or an exponentially declining SFH for a constantly star-forming
galaxy. The specifics of the mass-weighted age bias were not
studied in detail by Lower et al. (2020), as, unfortunately, they
did not distinguish between the results for star-forming and
quiescent mock galaxies. We suspect that the age bias from the
parametric models is less significant for quiescent galaxies.
Pacifici et al. (2023) recently examined the variance in SED
fitting results using a variety of codes. Their paper provides a
nice methodology for assessing SED fitting results, which
involves critically comparing the posterior distributions against
the model priors. We adopt this methodology.
We found an ideal target to test SED fitting in the ultralow

surface brightness regime in Canada–France–Hawaii Telescope
(CFHT) images as a side product of a search for nearby
interacting dwarf galaxies (Paudel et al. 2023) in the Sloan
Digital Sky Survey and Legacy Surveys (Dey et al. 2019). This
is a rare ringlike tidal stellar stream (originally cataloged and
classified as a polar ring galaxy by Moiseev et al. 2011) around
the edge-on galaxy SPRC047 (R.A.= 13h59m41s, decl.= 25°
00′45″ at redshift z= 0.03117, Huchra et al. 2012; and using
z = v/c). The redshift of this galaxy is high enough that there
are not many foreground stars that would be projected on the
stellar streams and that would alias emission from their
extended point-spread function (PSF) wings into parts of the
stellar stream, but the galaxy is also close enough that the
stream can still be clearly defined (spatially resolved). These
kinds of complex, multiple ring streams are the most suitable
targets for N-body model fitting, with the ultimate goal of
deriving the dark matter profiles of their host galaxies
(Amorisco 2015). In addition, observing systematic variations
in the SED or color in the different parts of such stellar streams
could be further employed in the future to study their
formation.
The rest of this article is organized as follows: In Section 2

we give details of the observations that we used in our study
and explain how we derived uncertainties in the measured AB
magnitudes. Section 3 gives details on the deconvolution
method (and its uncertainties) that we used to eliminate the
aliasing of extended PSF emission from the central bright edge-
on galaxy onto the faint stellar streams in the Spitzer/IRAC
3.6 μm image. Section 4 summarizes how we performed the
SED fits with our chosen SED fitting code, PROSPECTOR. Next
we show how we derived our results in Section 5, discuss the
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results and their implications in Section 6, and finally
summarize our main findings in Section 7. Throughout this
work, we adopt a flat Lambda cold dark matter cosmology with
Ωm= 0.27 and H0=72 km s−1 Mpc−1 and follow the AB
magnitude system (Oke & Gunn 1983).

2. Observations and Data Reduction

2.1. IRAC 3.6 μm Observations

Spitzer/IRAC (Fazio et al. 2004; Werner et al. 2004; IRSA
2022) 3.6 μm (channel 1) near-infrared (NIR) observations of
SPRC047 were taken on 2018 October 4 starting at 23:41 UT.
Thirty medium-scale (median dither separation 53 pixels)
cycling dither pattern 100 s frames were taken. The total
exposure time was 30× 93.6 s= 2808 s.

We removed three frames from further analysis, as the target
in these frames was covered by scattered light coming from a
nearby star outside the field of view, leaving us with 27 100 s
frames. Next, we masked the long-term residual images in each
frame created by preceding Spitzer/IRAC observations of bright
targets and by the SPRC047 observation itself. A contributed
Spitzer/IRAC software package IMCLEAN (Hora 2021) was
used to perform this step.

Next, we used the Spitzer custom mosaicking software
MOPEX with most of its default parameters, except that we set
the top and bottom Rmask levels to 5 for outlier detection, used
RM_Thres= 0.5, and built a 3.6 μm mosaic of SPRC047. We
then measured the sky background in five empty areas of sky
close to SPRC047 and determined an average background level
of −0.0051 MJy sr−1, which was subsequently subtracted from
all the pixels in the 3.6 μm image. Uncertainties for the IRAC
3.6 μm photometry are dominated by the deconvolution
uncertainty of 0.05 ABmag (see Section 3.2 for more
information). No foreground Galactic extinction corrections
were made to the measured IRAC 3.6 μm integrated flux
densities, as such corrections are smaller than 0.01 ABmag.
The final measured AB magnitude and its uncertainty are given
in Table 1.

2.2. Visible-light Observations

We used images that contained SPRC047 from the CFHT
archive12 and the Legacy Imaging Surveys (Dey et al. 2019).
Visual observations in the g, r, and i bands were found in the
CFHT archive and the g, r, and z bands in the Legacy Imaging
Surveys (see Figure 1). We obtained preprocessed CFHT
images that had undergone bias subtraction, flat-fielding, and
flux calibration by the MegaCam pipeline system, ELIXIR. To
further remove the sky background, we followed a method
described in Paudel et al. (2023), in which we generated a

background map by masking out identified sources in the
image using Source Extractor (Bertin & Arnouts 1996) maps.
The segmentation images were then filled with median values
from surrounding pixels to eliminate light contributions from
stars and background galaxies. The resulting background map
was subtracted from the original FITS file to be used in aperture
photometry.
The CFHT images have exposure times of about 420 s in the

g and r bands and 280 s in the i band. The Legacy Imaging
Survey images have depths of about 435, 268, and 400 s in the
g, r, and z bands, respectively. Compared to, for example,
Rubin’s Legacy Survey of Space and Time, which is expected
to take 825 30 s exposures with a telescope twice the diameter
of CFHT or Dark Energy Camera (DECam; it was used for our
Legacy Survey images), the former will reach a statistical noise
level that is about 30 times lower than in our images.
To obtain uncertainty estimates in visual photometry, we

performed aperture photometry in five empty regions of the sky
with the same aperture size as what was used for the
photometry of the regions in the ringlike tidal stellar streams.
We took the dispersion in the measurements of the empty
regions to represent the uncertainty in photometry alone. The
magnitude of these uncertainties was typically less than
0.05 mag in each band and aperture.
We also added an uncertainty due to sky background

subtraction. We used the extreme values of the measured sky
background in the five empty areas of the sky to subtract the
sky and then performed photometry to obtain the aperture-
integrated fluxes. We then converted the flux difference from
the extreme high and low background subtraction cases and
converted it to AB magnitudes, to obtain a magnitude
uncertainty due to background subtraction. The magnitude of
the background subtraction uncertainty was typically 0.05 mag
or less.
We also included an estimate of the uncertainty in the

photometric calibration in the various bands. This was
estimated to be 2% in all the bands. The final total uncertainties
are given in Table 1. All the measured magnitudes in visual
bands were corrected for foreground Galactic extinction using
Schlafly & Finkbeiner (2011) and Bayerstar.13

3. Deconvolution of the IRAC 3.6μm Image

3.1. Description of the Overall Procedure

The distortions introduced into images by the acquisition
process in astronomical observations are well known. One of
the most challenging is the loss of spatial resolution introduced
by the PSF. In the case of ground-based observations, the PSF
is dominated by atmospheric turbulence, while for space
telescopes the PSF is mostly set by the optics of the instrument.

Table 1
Measured (and Adopted) AB Magnitudes and Their Uncertainties

g (CFHT) r (CFHT) i (CFHT) g (Leg. Survey) r (Leg. Survey) z (Leg. Survey) IRAC 3.6 μm

Region 1 (≈53 arcsec2 or 19 kpc2)
20.68 ± 0.04 20.05 ± 0.08 19.71 ± 0.03 20.67 ± 0.05 19.94 ± 0.03 19.48 ± 0.06 20.08 ± 0.05

Region 2 (≈22 arcsec2 or 8 kpc2)
21.69 ± 0.07 21.10 ± 0.12 20.74 ± 0.04 21.69 ± 0.06 21.00 ± 0.06 20.50 ± 0.05 21.33 ± 0.05

Region 3 (≈48 arcsec2 or 17 kpc2)
20.60 ± 0.04 19.92 ± 0.07 19.87 ± 0.03 20.57 ± 0.05 19.87 ± 0.04 19.42 ± 0.05 19.96 ± 0.05

12 https://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/cfht/ 13 http://argonaut.skymaps.info/
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The classic equation that describes the image formation process
is

i o h n. 1*[ ] ( )= à

Here o is the object or unknown to be estimated, i is the image or
data set acquired by the instrument, h is the PSF, and n is the
noise. The symbol * denotes a convolution operation that is a valid
approximation when the PSF is assumed shift-invariant, and the
symbol ◊ is a pixel-by-pixel operation that reduces to addition
when noise is additive and independent of o ∗ h, while for shot
noise it is an operation that returns a random deviate drawn from a
Poisson distribution with a mean equal to o ∗ h. Direct inversion
of Equation (1) in the Fourier domain cannot be made because of
noise amplification in the vicinity of the spatial cutoff frequency.

Equation (1) is an ill-posed statement with nonunique stable
solutions and requires deconvolution approaches that generally
involve nonlinear optimization algorithms, to recover the
original signal o from the PSF-convolved and noise-degraded
data i. If the PSF is well characterized, then it can be considered
to be a deterministic variable, and static-PSF algorithms can be
utilized that do not require an update of the PSF during the
optimization process.

Bayesian methodology is often used to find a solution
compatible with the statistical nature of the signal that is
sought. In this work, we have used the adaptive wavelet
maximum likelihood estimator (AWMLE; Otazu 2001). This is
an iterative Richardson–Lucy–type algorithm that maximizes
the likelihood between the image and the projection of a
possible solution onto the data domain, considering a
combination of the Poisson noise, intrinsic to the discrete
nature of the signal, and the Gaussian readout noise of the
electronic detector. AWMLE has been applied to survey-type
data to improve the limiting magnitude and resolution by Fors
(2006) and for the reconstruction of adaptive optics (AO)
observations of extended objects, in contrast to blind

deconvolution algorithms (Baena-Galle et al. 2013) that are
a priori more suited to dealing with the variability of AO-PSFs
than static-PSF approaches.
AWMLE is fully described by Baena-Galle & Gladysz

(2011) and has been tested for AO photometry problems,
showing that its accuracy is comparable to, or even better than,
those of other well-known approaches, such as the PSF-fitting
StarFinder, especially when the PSF that is used to deconvolve
the image does not depart from the PSF that creates the image
more than 5% in terms of the Strehl ratio. The mathematical
expression behind AWMLE is
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where o nˆ( ) is the estimated signal at iteration n, and h+ and h− are
the PSFs that project the information from the object domain to the
image domain and vice versa, respectively. The so-called direct
projection oh is the object projected onto the data domain by means
of the PSF, that is, o h oh ˆ= *+ . The variable i ́ is a modified
version of the image and appears because of the explicit inclusion
of the readout Gaussian noise into the Richardson–Lucy scheme
(Núñez & Llacer 1993), and it represents a pixel-by-pixel filtering
operation in which the original data set is replaced by this modified
version. It must be calculated at each iteration n since it depends on
the projected object oh (Baena-Galle et al. 2013). The parameter
K is a constant to preserve the energy to guarantee the relation
Σxyi(x, y)=Σxyo(x, y), and it is computed after each iteration.
AWMLE adds the novelty of decomposing the data set i ́ by

means of the wavelet transform and a pixel-based probabilistic
mask Mj to adapt the level of reconstruction of each wavelet
plane to the automatically inferred presence of noise, i.e., the
effective number of iterations does not have to be the same at
each wavelet plane. This characteristic leads to some
advantages in the treatment of information; for instance,
high-frequency features, such as the noise of pointlike sources,
may need a different level of reconstruction than wide and
extended structures. Although this feature seems to be
convenient in our case, we found in practice that reconstruction
artifacts grew up iteration after iteration, and hence we opted to
cancel the wavelet decomposition by setting Mj to 1 at all
wavelet planes. In that case, Equation (2) reduces to
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Therefore, the estimated object is directly compared with the
modified data, since i j j

i
́ ́w= å . The standard deviation of the

readout noise was estimated from source-free regions detected
by the NoiseChisel software (Akhlaghi & Ichikawa 2015;
Akhlaghi 2019). We used the published warm IRAC extended
PSF14 that was rotated and scaled to align with the correct
orientation of the image and at the same pixel scale
(0 60 pixel−1). The absence of reconstruction artifacts around
the brightest star in the field of view showed that the
deconvolution process was performed efficiently. The input

Figure 1. Combined Legacy Survey (Dey et al. 2019) grz-band tricolor image
of SPRC047. The field of view shown is 100″×100″, or about 60 kpc ×
60 kpc. The locations of the apertures where photometry was taken are also
shown and numbered. Credit: Giuseppe Donatiello.

14 https://irsa.ipac.caltech.edu/data/SPITZER/docs/irac/calibrationfiles/
psfprf/Warm.IRAC.Extended.PSF.5X.091113.tar.gz
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and output images to and from the deconvolution can be seen
in Figure 2.

As the IRAC 3.6 μm channel images have a PSF with a
substantially larger FWHM than in the visual, and because this
broad PSF effectively spreads emission to large distances, we
decided to perform the deconvolution described above only on
the 3.6 μm image to obtain a more accurate flux measurement,
unaffected by the central edge-on galaxy. We discuss this point
further below in Section 5.2.

3.2. Measurement Uncertainties in the Deconvolved Image

With the much higher spatial resolution 3.6 μm image
obtained after the deconvolution, we can perform aperture
photometry on any desired part of the image. The deconvolved
image o is a proposed solution for the object that created the
image i and is compatible with the degradation introduced by
the instrument PSF and noise. Furthermore, that solution is
always intrinsically positive, i.e., no negative values can exist
(Starck et al. 2002). However, model imprecisions, noise
amplification, and artifacts created during the convergence
process can make it difficult to define an uncertainty for a
photometric measurement, in contrast to typical procedures
applied to the image data i. Here we review the strategy we
used to derive an uncertainty estimate for the aperture
photometry from the deconvolved image.15

First, we made a mock Gaussian profile with an FWHM of
5 pixels, truncated at 5× FWHM. It is shown in Figure 3
(panel 1). We then convolved the image with the published
IRAC PSF described above. In addition, because of the small
size of our mock test image (501× 501), only the central
151× 151 pixel region was used, since using the full PSF
would have been too computationally expensive, with no added
statistical precision; see Figure 3 (panel 2). Furthermore, the
mock image is mainly dominated by noise, hence making it
difficult to obtain a stable estimate of the parameter K to
conserve the energy during the convergence process. To help
the algorithm to converge properly to a stable solution (set K to
a “fixed” value after every iteration), two bright stars were
placed at very distant positions from this test profile (taking
care that they did not contribute at all to the pixel under
study here).
Setting the profile’s “total” input magnitude would not give

an accurate reference because it is hard to measure in observed
data. Therefore, after convolving the profile with the PSF, we
scaled the convolved image (multiplied by a constant) such that
within a 3× 3 pixel box around the center it has the same pixel
sum as the main target in the observed image.
To simulate correlated noise, we first created ideal noise with

a fixed σ (where each pixel’s noise is not affected by its nearby
pixels) as shown in Figure 3 (panel 3). Afterward, we
convolved the noise image with a sharp Gaussian kernel
(FWHM= 2; Figure 3, panel 4). The σ value of the ideal noise
was determined by the following procedure: because we knew
the noise of the final observed image, the ideal noise was
manually adjusted such that after convolving the image with
the sharp Gaussian kernel the noise was similar to the observed
level.

Figure 2. IRAC 3.6 μm input (left) and deconvolved (right) images. North is up and east is to the left. The width and height are 151 × 151 pixels, or about 90″ × 90″.

Figure 3. Mock noise estimation. From left to right: (1) the profile before convolution; (2) the same after convolution; (3) the same as panel 2 after adding raw noise;
(4) the same as panel 3 after convolving the raw noise image with a sharp kernel to simulate correlated noise; (5) a crop from a relatively empty region of the
image with the same crop size as panel 4 shows the similarity of the real and mock correlated noise. All images have the same color scale. The width and height are
51 × 51 pixels, or about 30″ × 30″.

15 The input and deconvolved Spitzer images are available on Zenodo,
doi:10.5281/zenodo.10397812. This deposit also includes the 100 realiza-
tions of random noise discussed later in this section. The scripts used to
measure the flux density in the deconvolved image and to estimate its
uncertainty are available on GitLab: https://gitlab.com/makhlaghi/
sprc047-stream-clumps-photometry; a copy of this source code is archived
to swh:1:dir:882514891cdcfc08261409352437bc6b8a836b8b
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Having found the ideal noise σ, we simulated correlated
noise on the convolved image 100 times. Each time, we only
changed the random number generator seed from 1 to 100 (so
that the exact same noise pattern could be reproduced). These
100 images were then fed into the deconvolution algorithm.
The results for the first five images can be seen in Figure 4.

To measure the accuracy of the aperture-integrated flux
density measurements in the deconvolved image, we measured
the brightness within an aperture with a radius of 5 pixels. First,
this was measured on the image without any noise and before
convolution (Figure 3, panel 1). Then, it was measured in the
100 deconvolved images. From this basic experiment, we
concluded that we were able to measure the signal and its S/N.
Because this test was done on a sharp-edged object, we expect
the obtained uncertainty estimate to be an upper limit for
diffuse source photometry, such as those measured in the three
regions of the stellar stream of SPRC047 (see Section 5.2).

4. SED Fitting

The modeled stellar populations in this study are based on
the stellar population synthesis (SPS) models as implemented
in the FSPS library (Conroy et al. 2009; Conroy & Gunn 2010)
with Modules for Experiments in Stellar Astrophysics (MESA)
Isochrones and Stellar Tracks (MIST; Choi et al. 2016;
Dotter 2016, based on the MESA stellar evolution code; Paxton
et al. 2011, 2013, 2015, 2018) and intermediate-resolution
Isaac Newton Library of Empirical Spectra (MILES16) spectral
templates (Sánchez-Blázquez et al. 2006). A Kroupa (2001)
initial mass function was assumed. The fully Bayesian
inference code PROSPECTOR17 (v.1.0.0; Leja et al. 2017;
Johnson et al. 2019, 2021) was used to generate SEDs from
FSPS and compare the models to the observations. Because
models are generated on the fly, the PROSPECTOR code allows
for flexible model specification with larger numbers of
parameters than are computationally tractable in typical grid-
based searches.

One limitation of the FSPS models is that they do not include
a metal enrichment history (we assumed a fixed stellar
metallicity, with a prior on log[Z/Ze] that was uniform with
a minimum of −2.0 and maximum of +0.2 in all the fits) or
nonsolar abundances. The various metallicity evolution
assumptions have been discussed by, e.g., Bellstedt et al.
(2020). The effects of α-element enhancement on broadband
SEDs are expected to be much smaller than other effects.
Another downside with PROSPECTOR/FSPS SED modeling, as
with any Bayesian-based routine, is that the PROSPECTOR
results (posteriors) are dependent on the product of the prior
and the likelihood. Where the data are not sufficiently
informative (i.e., do not constrain the parameter space of the

available models), the prior will dominate the results. Thus, it is
always important to feed the code with informative data and to
run models with different prior assumptions to test and
understand the dependencies so that plausible interpretations
can be made.
The lack of observational constraints at UV or mid- to far-

infrared wavelengths limits our ability to constrain the dust
properties of the stellar stream around SPRC047. Moreover, the
shape of the visual–NIR SED is degenerate between metallicity
and dust extinction (e.g., Buzzo et al. 2022). Given that several
studies have demonstrated the sensitivity of SED fitting results
to the specification of the dust model and SFH models (e.g.,
Carnall et al. 2019; Leja et al. 2019; Lower et al. 2020; Salim &
Narayanan 2020), a variety of models were explored in
this work.
We adopt the two-component model for dust attenuation

following Charlot & Fall (2000), which separates the dust
associated with young stars and a second dust component
uniformly screening all stars. The first component (dust around
young stars) was not used in this study. The uniform dust
screen mimics diffuse dust and has the following variable
attenuation curve (Noll et al. 2009):
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where n is the diffuse dust attenuation index, k ( )l¢ is the slope
of the diffuse dust attenuation curve, and D(λ) describes the
UV bump. The free parameters of the dust attenuation model
are the diffuse dust normalization constant, dust, diffuset̂ , and the
dust attenuation index, n. Note that the visual extinction, AV,
equals 1.086× τdust, diffuse(550 nm). Two dust attenuation
models were explored: (1) a Calzetti et al. (2000) diffuse dust
screen model without contribution from a UV bump, and (2) a
Kriek & Conroy (2013) model that links the slope of the diffuse
dust attenuation curve, as set by k ( )l¢ , to the strength of the
UV bump. We assume k ( )l¢ =−0.7, the default in FSPS, in all
our Kriek & Conroy (2013) diffuse dust attenuation models.
The Milky Way and the Small Magellanic Cloud attenuation
curves are generally well covered by these options, although
the Calzetti et al. (2000) dust attenuation is above the normal
galaxy dust attenuation levels at the wavelengths that we are
interested in.
Dust emission was also included, in which the energy

balance requirement propagates the energy attenuated by the
dust to IR wavelengths. PROSPECTOR uses the templates from
Draine & Li (2007) that include a silicate–graphite polycyclic
aromatic hydrocarbon (PAH) model of interstellar dust (Mathis
et al. 1977; Draine & Lee 1984). The templates are
parameterized by three parameters describing the shape of the

Figure 4. Five example deconvolved images. Color scale is the same as in Figure 3. The width and height are 51 × 51 pixels, or about 30″ × 30″.

16 http://miles.iac.es/.
17 https://github.com/bd-j/prospector.
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SED over 1–104 μm: the shape (duste_gamma; 0.1) and
location (duste_umin; 1.0) of the thermal dust emission bump
in the IR SED, and the fraction of the total dust mass attributed
to PAHs (duste_qpah; 3.5). We included emission from
circumstellar dust around thermally pulsating AGB stars
(Villaume et al. 2015). Nebular emission based on CLOUDY
models from Byler et al. (2017) was also assumed.

The mass of the fitted stellar population was a free
parameter, with a uniform prior between 106 and 1010 Me,
but in the current study we were not interested in the stellar
masses of the somewhat arbitrarily chosen regions, and we will
not discuss them in the rest of the paper.

While the observations are limited to wavelengths 3.6 μm,
such that there are no direct constraints on the dust emission,
the SED fitting results are marginalized over the unconstrained
parameters such that the uncertainties are better accounted for
than if a fixed dust attenuation model were assumed. The prior
on the FSPS dust model parameter dust, diffuset̂ used was uniform
with a minimum of 0.0 and maximum of 2.0.

We have not seen any evidence for particularly blue colors
or recent SF in the ringlike tidal stellar stream around
SPRC047, and therefore we believe that exponentially declin-
ing SF models for SPRC047ʼs stellar stream are plausible.
Thus, three distinct SFH models, and three sets of SFH priors,
were used:

1. An exponentially declining τ model, SFR exp t t0( )» -
t
- ,

where t> t0. This model is commonly adopted in the
literature (e.g., Pandya et al. 2018). The SFR increases
instantaneously from zero to a maximum value at time t0,
after which it declines with an e-folding timescale τ. This
model best describes an SFH that is dominated by one epoch
of SF but can otherwise lead to biased results (e.g., Carnall
et al. 2019). The priors for the parameters follow
t0 (Gyr)≈Uniform(0.1, 14.0) and τ (Gyr)≈LogUniform
(0.1, 10).18

2. A delayed-τ model, t tSFR exp t t
0

0( )( )» - -
t
- , that

removes the discontinuity in the SFH at t0 and allows for
rising SFRs. The same priors for t0 and τ as used in the τ-
model were assumed.

3. A nonparametric model that assumes that the SFH can be
described as a piecewise constant function specifying the
SFR in fixed time bins. Five time bins were used, the first
bin from 1 yr to 30Myr, the second bin from 30 to
100Myr, and the last bin from 0.85 times the age of the
universe to the age of the universe. The rest of the time is
split up between the remaining bins to have equal spacing
in log(t). This reflects the expected resolution of distinct
stellar populations given the limited age constraints
provided by the broadband observations. The nonpara-
metric model is more flexible than the parametric τ
models in that recent SF does not preclude an underlying
older stellar population (see Leja et al. 2019; Lower et al.
2020). That said, a prior is assumed for the relative SFR
between adjacent time bins: a “continuity” prior that sets
log SFR SFRn n 1( )+ ≈ StudentT(μ= 0, σ= 0.3, ν= 2).
This places a preference for constant SFHs, where the
strength of the preference (σ= 0.3) is tuned to match the
dispersion in SFHs from simulated galaxies (see Leja
et al. 2019 for details). This tuning was done for

simulated galaxies and has been used widely in the
literature. However, there is no expectation that this
tuning should definitely represent the object being studied
in this work.

The likelihood () model used in PROSPECTOR follows a χ2

distribution such that
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where at a given photometric point each observed flux density, fi
(with an associated uncertainty, σi), is compared to the model flux
density, fi(θ), given the model parameters θ (Johnson et al. 2021).
The SED models were sampled using a dynamic nested

sampling approach (dynesty; Speagle 2020).19 The stopping
criterion for the sampling algorithm was chosen to ensure that
the peak of the posterior distributions was well sampled. More
specifically, we used a stopping criterion of Δ log Ẑ = 0.05
(see Speagle 2020), where Ẑ is the evidence. The fitted free
parameters and their uncertainties reported in this work reflect
the median and its 68% credible regions (CRs; they correspond
to the 16th–84th percentile range) of the posterior probability
density functions, as the majority of the distributions are
nonsymmetric. The redshift z of SPRC047 is known and is
fixed to 0.03117 in all the SED fits.

5. Results

5.1. Morphology

As shown in Figure 1, the ringlike streams form an ellipse
that has a projected major axis that is almost perfectly aligned
in the north–south orientation. However, the brightest parts of
the ellipse look off-centered with respect to the central edge-on
galaxy, having a larger fraction of the ellipse on the northern
side of the edge-on galaxy than on the southern side. In
addition, there appears to be a faint branching of the ellipse on
the northern side, where a loop closes the ellipse in such a way
that approximately equally large parts of the ellipse are seen on
both the northern and southern sides. These two northern stellar
loops could have been left behind by two separate disrupting
progenitors, or they could correspond to different stripping
episodes of a single stream. Therefore, the morphology is that
of a double-loop structure on the northern side of the edge-on
galaxy, whereas the southern side only shows one half-loop.
This probably means that the interaction that caused the
formation of these loops is fairly recent, and the structure is not
really a typical polar ring galaxy. However, Reshetnikov &
Combes (2015) included SPRC047 in their sample of polar ring
galaxies and discussed the colors and stellar masses of the rings
and the colors and SFRs of their host galaxies. Further evidence
for a fairly recent merger is provided by Combes et al. (2013),
who detected molecular CO gas in their pointing toward
SPRC047. Unfortunately, the gas was not spatially resolved
between the ring and the central edge-on galaxy, and therefore
the association of the gas with the stellar stream is not certain.
The surface brightness of the loops is not smooth along the ring,

but there are brighter areas near the major axis of the loops (near
the northernmost and southernmost points of the bigger ellipse).

18 Using a prior τ/Gyr ∼ uniform(0.1, 10) instead produces consistent results
with those discussed in this work.

19 Results were also obtained using ensemble Markov Chain Monte Carlo
sampling with emcee (Goodman & Weare 2010), and they were consistent
with the results produced by dynesty and as presented in this work.
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There are also several pointlike sources projected onto the ringlike
stream, specifically on the western side. Two bright pointlike
sources on the loop are seen on the northwestern side of the larger
loop, and one is seen on the southwestern side of the loop. In
addition, as seen in Figure 2, there is a pointlike source just to the
east of the northernmost point in the main loop in the IRAC
3.6μm image. We tried fitting a galaxy-like SED to the first three
pointlike sources mentioned above but were unable to obtain good
fits. Therefore, we suspect that these pointlike sources are all
foreground stars. The nature of the fourth pointlike object is not
known, but we suspect that it is a foreground object as well.
Therefore, there is no evidence of a remnant nucleus of a disrupted
satellite galaxy that has formed the ringlike stellar stream.

The regions that we used for estimating stellar population
parameters in the main loop excluded the pointlike objects, so
that the contribution of light from these faint foreground stars
would be minimized. The fitted regions are discussed next.

5.2. Photometry

We measured integrated stellar emission in three regions of the
ringlike tidal stellar stream around SPRC047, as shown in
Figure 1. The final measured integrated photometry in AB
magnitudes, obtained with the SAOIMAGEDS9 image viewer (Joye
& Mandel 2003), is given in Table 1. We performed aperture
photometry using the DS9 tool in irregularly shaped polygons that
incorporated areas of the ring that did not have any bright
foreground or background objects. The typical surface brightness
at 3.6μm in the measured areas of the ringlike tidal stellar stream
is 25AB mag arcsec−2. The typical stream colors in the measured
apertures are (g− r)0 ≈ 0.6–0.7, (g− i)0≈ 0.7–1.0, (g− z)0 ≈
1.1–1.2, and (g− 3.6)0≈ 0.3–0.6. The g− r colors are consistent
with the findings of the stellar stream colors by Miró-Carretero
et al. (2023) and Martínez-Delgado et al. (2023a) and redder than
those of typical satellite dwarf galaxies.

To estimate how much PSF-aliased emission from the bright
central edge-on galaxy would have been added to the IRAC
3.6 μm photometry of the faint ringlike stellar stream at various
distances from the central edge-on galaxy, we used a GALFIT
(Peng et al. 2002) model of the central edge-on galaxy in the z
band as an approximate proxy for its deconvolved structure in
the IRAC 3.6 μm band and then convolved this model with the
IRAC 3.6 μm extended PSF from Laine et al. (2016) to
estimate the rough contribution of the aliasing of emission by
the extended PSF in this band. The result was that the edge-on
galaxy contributes about 1/3 of the light in those parts of the
ringlike stream that are close to the plane of the edge-on galaxy
and about 1/10 of the light in the ringlike stream at its farthest
distance from the plane of the edge-on galaxy. This result
shows how important a careful deconvolution, described above
in Section 3, is for obtaining realistic flux estimates in the
various parts of the ringlike stream at 3.6 μm.

The PSF-aliased contribution from the central edge-on
galaxy to the measured regions in the stream in the visual
bands is much less significant. More quantitatively, we
estimated the contribution from the bright central edge-on
galaxy disk to our measured regions (Figure 1) by modeling the
central edge-on galaxy disk with ellipse fits. We then used the
model to estimate the contribution of the PSF-aliased emission
from the central edge-on galaxy disk to the regions where we
measured the flux densities. The contribution from the central
edge-on galaxy disk is less than the estimated uncertainties in
the flux density in Table 1 for Regions 2 and 3 and comparable

to the uncertainties for Region 1. As expected, PSF aliasing is
most severe in the region closest to the edge-on galaxy.

5.3. PROSPECTOR Models for the Tidal Stellar Stream

The results from the models that we ran with PROSPECTOR
are summarized in Table 2. We tabulate the 50th percentile and,
as uncertainty indicators, the 16th and 84th percentiles of the
posterior probability distribution functions of the following free
parameters: the mean mass-weighted age (tmass); t0, which is
the age since the first onset of SF for the τ models; the
metallicity (log[(Z/Ze)]), where Ze= 0.0142 (Asplund et al.
2009); and the extinction in the visual band AV, as derived from
the dust model (see Section 4). The mass of the fitted stellar
population was a free parameter as well, as stated in Section 4.
We show results from our SED fits in Figures 5–7.20

6. Discussion

6.1. Dependence of Results on Assumed Models

The dust model and the SFH model (where the mass-
weighted age is a latent parameter of the SFH model) were both
allowed to vary in our SED fits (along with other free
parameters), but they are degenerate. Figure 6 demonstrates
that both the inferred metallicity and mass-weighted age are
highly influenced by the assumed SFH and dust model. This
implies that there is not sufficient information in the
observations to constrain the SFH and the dust model
parameters. Unfortunately, little is known about the nature
and abundance of dust in stellar streams.
Our results indicate a distinct lack of recent SF, suggesting that

the ages of the regions are at least as old as 5 Gyr. With the S/N
(≈30) of the measured photometry, we do not expect to achieve a
more accurate estimate of the ages of the stellar populations with
any SFH model. Based on previous work (e.g., Webb et al. 2022),
having both/either UV or mid-infrared observations in addition to
spectroscopy (to break the age–dust–metallicity degeneracy)
appears to be critical for constraining the dust content in low
surface brightness targets. In addition, the ages from the parametric
SFH models vary a lot. This suggests also that overall the results
are noisier than the uncertainties in the measurements suggest.
One consistent result is that Region 2 is the oldest (both in t0

and in mass-weighted age). Surprisingly, the S/N value in this
region is the lowest of the three regions. If we assume that the
marginalized prior distribution for mass-weighted age describes
the natural preference of the model, then the parametric models
prefer younger ages than the posterior values. Where the S/N
of the observations is lower, the posteriors are naturally more
impacted by the prior distribution. The fact that the ages for
Region 2 are in fact oldest is therefore curious.
We also tested for the weighting of the observations, as we have

two g bands and two r bands in the input data (although with
slightly different band centers and widths). Thus, we reran the SED
fits to the observations with all the SFH priors used in this work
and using the Kriek & Conroy (2013) dust models and only the
CFHT g and r bands (leaving the Legacy Survey data out). The

20 We do not give statistical estimators of the goodness of the fits, such as χ2

or Bayes factors in the case of nested sampling, because, e.g., the “best-fit”
solution is just the set of parameter values for which the sampling algorithm
happened to find the highest probability, and given that the evidence is tightly
tied to the volume of the prior space that differs in all the prior assumptions that
we have investigated. In addition to the differing prior assumptions (and prior
volume), Lawler & Acquaviva (2021) have shown that the Bayes factors may
“fail” in the low-S/N regime, such as in a faint stellar stream.
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results for tmass, t0, and metallicity were the same, within the
uncertainties, as the values tabulated in Table 2, which used both
the CFHT and Legacy Survey data in the g and r bands. The fact
that there are more data in the g and r bands makes us more
confident in the correct determination of the flux densities at the
corresponding wavelengths (the measured values are within the
uncertainties of each other in each of the g and r bands). Therefore,
we argue that attaching more weight to these bands and using all
the available data is the best approach (corresponding to the results
in Table 2).

Fitting a nonparametric model with a prior that is less favorable
to “smooth” SFHs (Dirichlet α < 1 prior) would provide another
set of fits to compare with, where we would expect them to

produce ages that fall between the ages of the continuity and
delayed-τ models shown in the current study. A Dirichlet prior
with α < 1 offers a prior that (in contrast to the continuity prior)
does not care about smoothness at all. However, we would not
expect the use of a Dirichlet prior to result in a quantitative
improvement in the age determination of the stellar stream
segments.

6.2. Tests with Mock Observations

A more accurate determination of the stellar population age
and metallicity and other SF parameters than what is possible
with the current observations, as reported in this work, is highly

Table 2
SED Fitting Results from Dynesty Sampling

Reg. SFH Dust Model: Kriek & Conroy (2013)

t0 tmass log AV

(Gyr) (Gyr) Z Z*( ) (mag)

1 τ 6.76 (3.7, 10.7) 5.6 (3.0, 8.9) −0.54 (−0.75, −0.36) 0.17 (0.05, 0.45)
Delayed-τ 7.3 (4.7, 10.8) 5.6 (3.3, 8.4) −0.56 (−0.75, −0.38) 0.16 (0.04, 0.56)
Continuity L 6.6 (5.9, 7.5) −0.70 (−0.93, −0.50) 0.65 (0.38, 0.99)

Dust Model: Calzetti et al. (2000)

t0 tmass log AV

(Gyr) (Gyr) Z Z*( ) (mag)

τ 8.0 (5.2, 11.6) 7.0 (4.8, 10.1) −1.00 (−1.61, −0.65) 0.47 (0.20, 0.78)
Delayed-τ 8.7 (5.4, 12.3) 7.3 (4.6, 10.1) −1.01 (−1.58, −0.65) 0.47 (0.19, 0.78)
Continuity L 7.7 (6.9, 10.9) −1.28 (−1.79, −0.78) 0.78 (0.45, 1.01)

Dust Model: Kriek & Conroy (2013)

t0 tmass log AV

(Gyr) (Gyr) Z Z*( ) (mag)

2 τ 8.8 (5.1, 12.2) 7.5 (3.8, 11.1) −1.04 (−1.46, −0.78) 0.27 (0.08, 0.67)
Delayed-τ 9.4 (5.8, 12.5) 7.0 (4.1, 10.6) −1.08 (−1.47, −0.78) 0.31 (0.10, 0.71)
Continuity L 6.6 (5.8, 7.5) −1.31 (−1.69, −0.97) 0.82 (0.55, 1.10)

Dust Model: Calzetti et al. (2000)

t0 tmass log AV

(Gyr) (Gyr) Z Z*( ) (mag)

τ 10.2 (7.3, 12.8) 9.4 (6.7, 12.0) −1.45 (−1.83, −0.97) 0.45 (0.18, 0.62)
Delayed-τ 10.7 (7.7, 12.9) 9.2 (6.7, 11.6) −1.41 (−1.82, −0.96) 0.44 (0.18, 0.63)
Continuity L 7.5 (6.8, 9.1) −1.39 (−1.79, −0.92) 0.62 (0.31, 0.82)

Dust Model: Kriek & Conroy (2013)

t0 tmass log AV

(Gyr) (Gyr) Z Z*( ) (mag)

3 τ 6.5 (3.3, 10.5) 5.3 (2.6, 8.6) −0.54 (−0.74, −0.35) 0.23 (0.07, 0.54)
Delayed-τ 8.1 (4.6, 11.7) 5.8 (3.5, 8.8) −0.57 (−0.76, −0.37) 0.21 (0.06, 0.60)
Continuity L 6.8 (6.0, 8.0) −0.68 (−0.88, −0.49) 0.66 (0.42, 1.02)

Dust Model: Calzetti et al. (2000)

t0 tmass log AV

(Gyr) (Gyr) Z Z*( ) (mag)

τ 8.6 (5.3, 12.1) 7.3 (4.7, 10.2) −1.22 (−1.76, −0.77) 0.64 (0.34, 0.90)
Delayed-τ 8.0 (5.2, 11.5) 6.5 (4.3, 9.4) −1.16 (−1.72, −0.76) 0.63 (0.33, 0.88)
Continuity L 7.2 (6.5, 8.2) −1.33 (−1.80, −0.83) 0.92 (0.59, 1.15)

Note. tmass is the mass-weighted age. The tabulated values are the 50th (16th, 84th) percentile(s) of the posterior. Some of the results from this table are shown in
Figure 6.
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desirable. This requires deeper observations with higher S/Ns
and a larger spectral coverage than what is currently available
for SPRC047. We can simulate the accuracy of stellar
population parameter determination from such future high-
S/N and broad wavelength coverage observations with PRO-
SPECTOR and FSPS.

In the near future, several observatories with large ground-
based telescopes or telescopes in space, such as the Vera
C. Rubin Observatory (e.g., Ivezić et al. 2019), Euclid (e.g.,
Laureijs et al. 2011), the Nancy Grace Roman Space Telescope
(e.g., Akeson et al. 2019), and the James Webb Space
Telescope (JWST; e.g., Gardner et al. 2006), will be able to

Figure 5. Example of observations and fitting results for Region 1 with the three SFH priors. Markers indicate the photometry and the best-fit solutions. Shaded
regions (error bars) indicate the 68% spread of the SEDs (χ2) drawn from the posteriors. A Kriek & Conroy (2013) dust law was assumed.

Figure 6. Correlation of the mean weighted age and metallicity. All three regions (see Figure 1) are shown with different symbols and colors.
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perform deep observations of low surface brightness targets in
the sky. We made mock observations of a stellar stream portion
similar to Region 1 that had broadband data from FUV and
near-UV (NUV; similar to the GALEX FUV and NUV
channels; e.g., Martin et al. 2005); visual to NIR griz filters,
similar to those of CFHT’s MegaPrime instrument (Boulade
et al. 2003); Spitzer/IRAC 3.6, 4.5, and 5.8 μm channels; and
mid-infrared 13, 15, 21, and 25 μm bands, similar to those of
JWST’s MIRI (e.g., Ressler et al. 2015) F1280W, F1500W,
F2100W, and F2500W bands. We set the properties of the
mock-observed stellar stream stellar population as given in
Table 3. We used the exponentially declining SFH and the
Kriek & Conroy (2013) dust extinction law. Dust and nebular
emissions were also included. We set the S/N to 100 (which is
perhaps a little optimistic, and driven by the absolute
instrument flux or photometric calibration accuracy) and added
small offsets to the simulated broadband photometry, drawn
randomly from a normal distribution that used the noise value
as the input σ, and ran PROSPECTOR. The free parameters were

the metallicity, t0, τ, AV,
21 and stellar mass. The median

posterior values for these free parameters, together with their
16% and 84% uncertainties, are given in Table 3.
We see that the dust content has been exactly determined

using the S/N= 100 data and the exponentially declining SFH

Table 3
Input and Output Parameter Values in the Mock SED Fit

Stellar Mass log AV t0 × 108 τ

(Me) (Z/Ze) (mag) (yr) (yr)

Input Values
1.0 × 108 −1.1 0.22 8.4 1.0

Fitted Values
9.27 0.66

0.48
-
+ ×107 1.05 0.04

0.04- -
+ 0.22 0.00

0.00
-
+ 7.50 0.54

0.55
-
+ 0.88 0.06

0.07
-
+

Figure 7. Corner plot for Region 1. This plot compares the derived values for dust extinction AV, tmass (or mean mass-weighted age), and log(Z*/Ze) and shows their
correlations. The three different studied SFH models (labeled with different colors) were combined with the Kriek & Conroy (2013) dust attenuation law. Contours are
shown smoothed with an n = 1 Gaussian kernel.

21 Not strictly true. See Equation (4); the normalization of the diffuse dust
attenuation curve was also a free parameter.
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prior. However, even with pristine photometry we do not
recover the correct SFH parameters. We also do not quite
recover the stellar metallicity. The metallicity, τ, and t0 are all
underestimated, which is not consistent with the expected age–
metallicity degeneracy. It is known that younger stellar
populations are intrinsically easier to recover because the
evolution of stellar SEDs is nonlinear. On the other hand, the
ages of old stellar populations are mainly subject to the choice
of an SFH model and prior (Carnall et al. 2019; Leja et al.
2019). Note that the mock SFH was constructed in such a way
that there was only one epoch of SF, and therefore the age
effect is not investigated in this mock test.

There is a degeneracy between t0 and τ. The log-uniform
prior for τ prefers lower values, so it is not surprising that the
recovered τ is biased low. It is harder to understand why t0 is
also biased low. Photometric data alone do not completely
resolve the degeneracy between the SFH and metallicity,
however, so we would expect their uncertainties to be much
larger than those of AV, as seen in the results (Table 3).

What we conclude from this experiment is that the SFHs of
old galaxies are difficult to measure, even from pristine, high-
S/N mock photometric observations. Moreover, even the
derived 16%–84% range of the posteriors of the fitted
parameters may not include the true values of these parameters.
One of the advantages of nonparametric models is that their
uncertainties better reflect the parameter space of reasonable
results, although a caveat of this point is that it is also subject to
the choice of a commensurate SFH prior. That said, if the main
interest is only in the dust content or metallicity, the SED fitting
results are more robust.

In summary, the inferred SFH parameters for SPRC047
contain considerable uncertainty. The best constraint for the
age of the stellar population in SPRC047 is the lack of any
evidence of recent SF. The derived age-related parameters are
suspect, or at least very sensitive to any model assumptions.

7. Conclusions

We have run an extensive set of PROSPECTOR SED model
fits to visual–NIR aperture photometry in three sections of the
faint ringlike tidal stellar stream seen around the edge-on
galaxy SPRC047. We took special care to eliminate the aliasing
of the emission by the extended IRAC 3.6 μm PSF from the
bright edge-on central galaxy onto the low surface brightness
ringlike tidal stellar stream by performing a state-of-the-art
deconvolution.

We have demonstrated that SED-fitting-derived results for
faint tidal stellar streams, using only visual–NIR broadband
photometry, are strongly model dependent. We have included a
detailed description of all the technical aspects of the SED
models in an effort to distinguish what information is
constrained by the observations, or assumed, given the nature
of the SED model.

Our conclusion is that using only visual–NIR photometry is
insufficient if attempting to derive accurate ages, metallicities,
and dust content estimates for low surface brightness objects
such as the stellar stream of SPRC047. Future attempts to
derive accurate parameters of the stellar population in such
objects should include high-S/N broadband data from FUV to
mid-infrared wavelengths. Better yet, spectroscopy would
provide even more stringent constraints, but it is currently
too expensive in terms of observing time to help in a study of a
larger set of low surface brightness outer galaxy features, such

as tidal stellar streams. Given how many streams have already
been detected in nearby galaxies (e.g., Martínez-Delgado et al.
2023a) and how many will be detected in upcoming large area
deep surveys, such as the Rubin Observatory’s Legacy Survey
of Space and Time and the Euclid Wide Survey, our results
motivate the need for spectroscopic observations with the
upcoming 30 m class telescopes.
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