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Abstract
This study focuses on the use of ARIMA and Autoregressive (AR) models to predict visitor �ow to Civil
War shelters in Alicante, highlighting seasonal patterns and differences among various visitor groups,
with an enriching approach towards educational and tourism applications. Through a retrospective
longitudinal design covering from August 2023 to January 2024, it analyzes the time series of visits,
differentiating between the general public and school groups, as well as examining geographical
demand. The research emphasizes the effectiveness and simplicity of the ARIMA(0, 0, 0) model with
Logarithmic Transformation in modeling time series, while the AR(6) model proves indispensable for
capturing short-term temporal dependencies. Despite the usefulness of these forecasts for future
planning, the existence of uncertainties highlights the importance of adopting �exible management
approaches and incorporating additional variables to re�ne predictions. This approach not only improves
the management of visitor �ows but also signi�cantly contributes to the creation of more effective
educational and tourism strategies, promoting the sustainability and appreciation of cultural heritage.

1. Introduction
In scienti�c terms, autocorrelation refers to the quanti�cation of the linear interdependence between
successive observations of a time sequence, comparing current instances with their counterparts in
previous intervals, known as lags. A high magnitude of autocorrelation suggests that historical
observations exert a signi�cant in�uence on contemporary values. As the temporal distance between
compared observations increases — that is, the number of lags —, the magnitude of autocorrelation
tends to decrease, though these values remain statistically signi�cant (p < 0.001). This characteristic is
common in time series analysis, indicating that, even at extended temporal distances, there is a non-
random linear correlation between successive observations (Azad et al., 2022; Bottomley et al., 2023;
Cicuéndez et al., 2023; Gao et al., 2019).

The ARIMA (AutoRegressive Integrated Moving Average) model is a statistical model used to analyze
and predict time series. It is capable of capturing a range of standard patterns in temporal data for future
projections. ARIMA combines three basic components: autoregressive models (AR), integrated
differentiation (I), and moving averages (MA) (Faujdar & Joshi, 1 C.E.; Lin, 2023).

The ARIMA model is an essential analytical tool for forecasting and analyzing time series, consisting of
three key elements: Autoregressive (AR) p, Integrated (I) d, and Moving Average (MA) q. The AR p
component captures the relationship between an observation and its past values, basing the prediction
on the historical behavior of the series. "p" represents the number of past observations considered. The I
d component focuses on the differentiation of the time series, essential for achieving stationarity, a
condition where the statistical properties of the series, such as mean and variance, remain constant. "d"
indicates the degree of differentiation needed. The MA q component models the error in the prediction
from a combination of past errors, allowing for the capture of unexpected temporal variations. "q" refers
to the number of error terms incorporated into the model.
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Determining the optimal parameters for p and q is performed through the analysis of autocorrelation
(ACF) and partial autocorrelation (PACF) graphs. These graphs are fundamental for identifying the
appropriate structure of the ARIMA model, allowing the determination of the necessary number of AR
and MA terms by observing signi�cant correlation bars outside the con�dence zones, thereby adjusting
the model to accurately re�ect the analyzed time series dynamics.

1. RESEARCH OBJECTIVES: 
General objective of the research: Analyze and predict the in�ux of visitors to memorial cultural heritage
through the application of ARIMA and Autoregressive statistical models, to better understand and
manage the impact of visits to the Civil War shelters in Alicante.

Speci�c objectives

1. Investigate the variability in attendance at the shelters between August 2023 and January 2024 to
identify seasonal patterns and peaks of visits.

2. Examine differences in visit frequency between the general public and school groups, highlighting
distinct preferences and typologies.

3. Analyze the geographical distribution of interest in the shelters to locate areas of high demand at
various levels.

4. Apply ARIMA and AR models to represent the dynamics and temporal dependencies of visits.

5. Use statistical models to project future visitor in�uxes, assessing accuracy and associated
uncertainty.

6. Implement unit root tests, such as Dickey-Fuller, to verify stationarity and determine the need for time
series differentiation.

7. Compare ARIMA and AR models based on their simplicity, relevance of coe�cients, and predictive
e�cacy to choose the most suitable one.

8. Study autocorrelations and partials to understand the in�uence of past values on future ones and
adjust the relevant model.

9. Future Forecast Evaluation: Project short-term visitor in�ux using the selected model, as a tool for
planning and decision-making.

10. Contrast the models in terms of accuracy and reliability of forecasts through statistical indicators
and con�dence intervals, for their validation.
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11. Suggest the incorporation of new data and variables, as well as the exploration of other models, to
enrich the analysis and improve the accuracy of predictions.

2. Methodology
This quantitative study examines the in�uence of visits to the Civil War shelters in Alicante on memorial
cultural heritage. Using a retrospective longitudinal design, it analyzes data from August 2023 to January
2024, focusing on two groups of visitors: the general public and school groups. Participants total 406
individuals, both local and international, who have made reservations through electronic and telephone
means.

The data collection methodology was based on a visitation record, which includes information about the
date, type, and origin of visitors, and their knowledge of the shelters. This information was systematized
by the managing company, providing a representative sample throughout different seasons, though not
throughout the entire year.

Data have been analyzed quantitatively with SPSS Statistics v29.0.1.0, R Studio, and Python, applying
statistical models including ARIMA, autoregressions, and autocorrelations, to detect patterns and predict
trends. Models were selected based on their complexity and signi�cance.

The study complies with ethical principles, ensuring informed consent and data con�dentiality. However,
it suffers from temporal limitations by not covering a full year, which may affect the generalization of the
results. 

3. Results
First, descriptive and statistical analyses were performed to gain as comprehensive a view as possible of
the niche of work where the study was to be conducted, which for lack of space we do not include in
depth in this publication.

Subsequently, in the analyses, three statistical models were used indiscriminately: ARIMA(1, 0, 1),
ARIMA(0, 0, 0) with Logarithmic Transformation, and AR(6), evaluating their capacity to model and
predict trends in visits to the shelters. The selection of the optimal model was based on simplicity,
signi�cance of coe�cients, and the capacity to capture the temporal dynamics of visits. The ARIMA(0, 0,
0) model with Logarithmic Transformation was identi�ed as the most suitable for the analyzed time
series, providing an optimal balance between simplicity and forecast accuracy. However, the utility of the
AR(6) model to capture signi�cant short-term dependencies is recognized. The choice of model
considered the speci�c nature of the data and the objectives of the analysis.

1.1.       PREDICTION OF VISITOR INFLUX THROUGH ARIMA (AUTOREGRESSIVE INTEGRATED MOVING
AVERAGE) AND AUTOREGRESSIVE MODELS.
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1.1.1.           PREDICTION BY DATE OF VISIT THROUGH THE ARIMA
MODEL
We conducted an analysis of the autocorrelations of the time series corresponding to the "Date of the
visit". Autocorrelations measure the linear relationship between current values of a time series and its
previous values (lags). High autocorrelation indicates that past values have a strong in�uence on current
values.

The time series exhibits signi�cant autocorrelations for the �rst 16 lags, indicating strong temporal
persistence; that is, visits are highly dependent on their previous values. The values of autocorrelation
decrease as the number of lags increases but remain signi�cant (p < 0.001), which is common in time
series data.

Indeed, the autocorrelation values are high for the initial lags, starting at 0.737 for the �rst lag and
gradually decreasing to 0.631 by the sixteenth lag. This suggests that visits on a given day are strongly
in�uenced by visits on the preceding days.

Table 1. Autocorrelations
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Series:   Date of the visit

Lag Autocorrelation Standard Errora Ljung-Box Statistics

Value gl Sig.b

1 ,737 ,050 222,925 1 <,001

2 ,729 ,072 441,251 2 <,001

3 ,722 ,088 655,875 3 <,001

4 ,714 ,101 866,207 4 <,001

5 ,706 ,113 1072,479 5 <,001

6 ,699 ,123 1275,550 6 <,001

7 ,693 ,133 1475,332 7 ,000

8 ,686 ,141 1671,845 8 ,000

9 ,680 ,149 1865,066 9 ,000

10 ,672 ,157 2054,393 10 ,000

11 ,664 ,164 2239,816 11 ,000

12 ,656 ,170 2421,144 12 ,000

13 ,648 ,176 2598,367 13 ,000

14 ,641 ,182 2772,341 14 ,000

15 ,636 ,188 2943,981 15 ,000

16 ,631 ,193 3113,288 16 ,000

a. The underlying process assumed is MA with the order equal to the number of lag minus one.
Bartlett's approximation is used. b. Based on the asymptotic chi-square approximation

b. The underlying process assumed is MA with the order equal to the number of lag minus one.
Bartlett's approximation is used. b. Based on the asymptotic chi-square approximation

The fact that autocorrelation values decrease slowly and remain positive for all considered lags
indicates persistent time series behavior. This means visits tend to follow a "memory" of their past
behavior over time.

The Ljung-Box statistic values are very high and signi�cant (less than 0.001), indicating the
autocorrelations for each of the lags are not zero and, therefore, there is a signi�cant temporal
dependence structure in the series of visits.

Partial autocorrelations, which show the correlation between two time points with the in�uence of the
intervening points removed, decrease more rapidly than simple autocorrelations. This may evidence that
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the direct effect of previous values fades more quickly than the total effect.

Indeed, the partial autocorrelation is high for the �rst lag and then decreases rapidly, becoming
insigni�cant from the thirteenth lag onward. This is characteristic of an autoregressive (AR) process,
where previous values affect future values up to a certain point, and then the in�uence stabilizes.

The high autocorrelation in the initial lags means that recent values in the series have a signi�cant
in�uence on future values.

The signi�cance of partial autocorrelations for the �rst lag implies that an AR(1) model could be
appropriate for the data. However, the partial autocorrelations do not fade completely to zero at higher
lags, indicating a more complex AR model or the presence of other dynamics in the series.

Table 2. Partial Autocorrelations

Series:   Date of the visit

Lag Partial Autocorrelation Standard Error

1 ,737 ,050

2 ,406 ,050

3 ,271 ,050

4 ,192 ,050

5 ,142 ,050

6 ,111 ,050

7 ,087 ,050

8 ,069 ,050

9 ,054 ,050

10 ,039 ,050

11 ,028 ,050

12 ,018 ,050

13 ,010 ,050

14 ,010 ,050

15 ,014 ,050

16 ,015 ,050
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In the following �gures, autocorrelation and partial autocorrelation are visually represented at different
lags, illustrating the strong temporal persistence and the direct effects of past values on future values of
the time series data.

Figure 1. Autocorrelation function (ACF) and partial autocorrelation function (PACF) graphs based on the
provided values.

Based on the provided data from the Autocorrelation Function (ACF) and Partial Autocorrelation
Function (PACF), some possible conclusions can be drawn:

- The ACF value at lag 1 is very high (0.737), indicating a strong positive correlation between each
observation and the next in the series. This suggests the data may be non-stationary, as there is
persistence of values over time.

- ACF values show a gradual decrease as lags increase but remain signi�cant up to lag 16 (all signi�cant
at p < 0.001). This slow decay evidences a possible long-memory process or that the series could be
integrated of a certain order (I(d)), meaning it may be necessary to differentiate the data d times to
achieve stationarity.

- The PACF is also signi�cant at lag 1 and decreases afterward. This may indicate an AR(1) process,
where the current value is signi�cantly in�uenced by the immediate previous value.

- The PACF after lag 1 shows non-signi�cant values (except for lags 15 and 16, which have small but
signi�cant autocorrelations), meaning it may not be necessary to include additional AR terms.

- Patterns in ACF and PACF are often used for model identi�cation in time series analysis. In this case,
ACF and PACF suggest an ARIMA model could be appropriate. Speci�cally, given the slow decay of ACF,
an ARIMA model with differentiation might be needed to account for non-stationarity.

In summary, the data likely require some form of differentiation to achieve stationarity, and an AR(1)
process could be a good starting point for modeling. However, further analysis, such as unit root tests
(e.g., augmented Dickey-Fuller test), is needed to con�rm non-stationarity and the required order of
differentiation, and model �tting with diagnostic checking would be needed to select the �nal model.

Given the prior analysis of autocorrelations, a reasonable starting point for the ARIMA model could be
, , and , adjusting as necessary based on model diagnostics.

We will use an augmented Dickey-Fuller test to assess the time series' stationarity and determine if it's
necessary to differentiate the series to make it stationary.

Table 3. Dickey-Fuller Test

p = 1 d = 1 q = 1
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Augmented Dickey-Fuller test for the time series of the number of visitors

 

Test Statistic -7.687

p-value

Used Lag 0

Number of Observations
Used

95

Critical Values Para un nivel de con�anza del 1%, -3.501; para el 5%, -2.892; y para el
10%, -2.583.

Since the p-value is signi�cantly less than 0.05, and the test statistic is lower than the critical values for
common con�dence levels (1%, 5%, and 10%), we reject the null hypothesis that the series has a unit root
and conclude the series is stationary. This means it's not necessary to differentiate the series to achieve
stationarity, suggesting  might be appropriate for the ARIMA model.

Now, we will construct an ARIMA model with the initial parameters suggested by the prior
autocorrelation analysis, adjusting  based on the outcome of the Dickey-Fuller test.

Table 4. The adjusted ARIMA(1, 0, 1) model for the time series of the number of visitors

1.45 × 10
−11

d = 0

d = 0



Page 10/32

Coe�cients Comments

const: 4.2312 (p-value < 0.001), indicating the constant term is signi�cantly different from
zero.

 

ar.L1: 0.2777 (p-value = 0.585) showing the autoregressive coe�cient is not signi�cantly
different from zero at the standard con�dence level.

 

ma.L1: -0.0638 (p-value = 0.911) indicating the moving average coe�cient is also not
signi�cantly different from zero.

 

The Log Likelihood es -250.581 Additional information.

 

The information criteria AIC and BIC
are 509.162 and 519.420, respectively

 

Additional information.

The Ljung-Box test for autocorrelated
residuals shows a p-value of 0.99

indicating there is no evidence of autocorrelated residuals
in the model..

 

The Jarque-Bera test yields a p-value of
0.00

suggesting the residuals do not follow a normal
distribution, which could be an area for investigation and
improvement.

The evaluation of an ARIMA(1, 0, 1) model applied to time series data shows that, although the AR and
MA terms are not statistically signi�cant, the absence of autocorrelated residuals indicates the temporal
structure is well represented. However, the lack of normality in the residuals could signal omissions in
capturing the data's dynamics. The implementation of logarithmic transformations improved the log-
likelihood and information criteria (AIC and BIC), though the AR and MA terms remain non-signi�cant.
This suggests a more simpli�ed model might be appropriate.

The improvement in the normality of the residuals following transformation is evidenced in the Jarque-
Bera test, with skewness and kurtosis closer to those of a normal distribution, and a p-value that does
not reject the hypothesis of normality. Despite the improvement in the distribution of residuals, the
insigni�cance of the AR and MA coe�cients points towards considering a more simple model, like an
ARIMA(0, 0, 0) with a constant, which would assume a constant mean in the series.

Before adjusting a simpler model, the seasonality in the transformed series should be examined through
visual analysis. If no seasonal patterns are detected, a simpli�ed non-seasonal model could proceed.
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Preliminary visual analysis reveals no evident seasonality, which could justify the use of a simpli�ed non-
seasonal model.

Figure 2. Graph on a time series transformed via logarithm

Given the lack of clear visual evidence of seasonality and the nonsigni�cant coe�cients in the ARIMA(1,
0, 1) model for the transformed series, exploring a simpler model seems reasonable. We will adjust an
ARIMA(0, 0, 0) model with a constant to the transformed series as a starting point for comparing model
complexity. This approach will allow us to assess whether a model that assumes a constant mean is
su�cient to capture the dynamics of the time series, based on criteria such as the AIC, BIC, and the
signi�cance of the model parameters, as well as the normality of the residuals. The ARIMA(0, 0, 0) model
�tted to the time series transformed through logarithm (essentially modeling the series as a constant
mean) provides the following results: the Log Likelihood is -109.429, with an AIC of 222.858 and a BIC of
227.987, which is slightly worse than the ARIMA(1, 0, 1) model in terms of AIC and BIC, but the
difference is minimal. The coe�cient for the constant is signi�cant (p-value < 0.000), indicating that a
constant mean is a signi�cant component of the model. The Jarque-Bera Test for Residuals: Skewness
(Skew): 0.069, indicating a symmetric distribution of residuals. Kurtosis: -0.708, suggesting a less
pronounced distribution of residuals compared to a normal distribution. The Jarque-Bera test now shows
a p-value of 0.33, indicating that there is not enough evidence to reject the hypothesis of normality in the
residuals. The �t of the ARIMA(0, 0, 0) model to the transformed series suggests that a simple model,
which considers a constant mean, is su�ciently good for modeling this time series, based on the model
selection criteria and the normality of the residuals. This suggests that additional complexity through AR
or MA terms may not be necessary for this particular time series. The absence of signi�cant seasonal
terms, both in visual inspection and in the �t of the simple model, suggests that there is no clear
seasonality in the data that requires a SARIMA model. We have used the ARIMA(0, 0, 0) Model with a
Logarithmic Transformation for the next 5 periods, adjusted to the time series transformed through
logarithm, and they are constants, with an approximate value of 3.199 on the logarithmic scale. When
transforming these values back to the original scale, this suggests an expected number of visitors that
re�ects the constant mean modeled by the ARIMA(0, 0, 0).

Table 5. Visitors according to the ARIMA(0, 0, 0) Model with a Logarithmic Transformation

  Forecast Lower CI Upper CI

96 3,198985 0,726242 14,09105

97 3,198985 0,726242 14,09105

98 3,198985 0,726242 14,09105

99 3,198985 0,726242 14,09105

100 3,198985 0,726242 14,09105
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The con�dence intervals for these forecasts on the original scale range from approximately 0.726 to
14.091 visitors. These wide intervals re�ect the inherent uncertainty in future forecasting based on a
model of constant mean.

Figure 3. Graph on con�dence intervals based on a model of constant mean

These forecasts and their con�dence intervals provide an estimate of the number of visitors expected in
the next 5 periods, based on the historical trend modeled and assuming a constant mean. The wide
range of the con�dence interval underscores the potential variability in the forecasts and highlights the
importance of considering this uncertainty when planning or making decisions based on these
forecasts.

1.1.2. PREDICTION THROUGH THE AUTOREGRESSIVE MODEL (AR)
OF ORDER 6
Based on the information from partial autocorrelations that we have obtained, it seems that an
autoregressive model (AR) of order 6 might also be suitable for modeling the time series of visits to the
civil war shelters in Alicante. The signi�cant partial autocorrelation up to lag 6 suggests that past values
up to 6 periods back have a signi�cant in�uence on the current value of the series.

An AR(6) model will attempt to predict the current value of the series as a linear combination of the
previous six values. This type of model is suitable when the time series shows a clear dependency on its
past values up to a certain point, as indicated by the signi�cant partial autocorrelations up to lag 6.

Table 6. Coe�cients according to the autoregressive model (AR) of order 6

  Coe�cient

0 4,113207

1 0,237784

2 0,037871

3 -0,17917

4 0,061418

5 -0,16254

6 0,040825

We will proceed to construct and estimate an AR(6) model for the time series. This model will be
adjusted to the data to better understand the temporal dynamics of visits to the shelters and to make
future forecasts based on historical information.
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Table 7. Coe�cients according to the model (AR) 6

Coe�cients Comments

const: 4.1132 (p-value < 0.001) indicating a baseline level of visitors.

 

ar.L1: 0.2378 (p-value = 0.024) indicating that the most recent value has
a positive in�uence on the current value
of the series.

 

The other lags (L2, L3, L4, L5, L6) have coe�cients that
are not signi�cantly different from zero at the standard
con�dence level

 

although L3 and L5 show some level of
negative in�uence.

The Log Likelihood is -234.416.

 

Additional information

The AIC and BIC information criteria are 484.833 and
504.831, respectively      

which can help compare this model with
other potential models

   

The S.D. of the innovations is 3.273 providing a measure of the variability of
the model's errors

The AR(6) model indicates there is a signi�cant dependency on the most recent value of the time series
to predict the current value. However, the signi�cance of the other lags is limited, suggesting that the
in�uence of the previous values beyond the immediate one may not be as strong as initially expected.

This graph (Figure 4) will show the magnitude and signi�cance of each lag coe�cient (L1 to L6), which
will help visualize how each past value contributes to the current value of the time series.

Figure 4. Graph to visualize the coe�cients of the autoregressive model (AR) of order 6 obtained in the
last analysis.

Based on the partial autocorrelation, an AR model could be suitable for this time series. The last
signi�cant lag based on partial autocorrelation is lag 6, suggesting that an autoregressive (AR) model of
order 6 might be suitable for the time series of visits to Civil War shelters in Alicante.

Table 8. Coe�cients for the (AR) 6 model; time series of visits



Page 14/32

  Real Imaginary    Modulus    Frequency

AR.1            1.2714 -0.0000j 1.2714 -0.0000

AR.2            0.3843 -1.5299j 1.5775 -0.2112

AR.3            0.3843 +1.5299j 1.5775 0.2112

AR.4           -1.0748 -0.9190j 1.4141 -0.3874

AR.5           -1.0748 +0.9190j 1.4141 0.3874

AR.6           3.8718 -0.0000j .8718 -0.5000

The unit root test (ADF Test) indicates that the time series of visits is stationary, as the p-value is less
than 0.05 (p-value = 1.45e-11), allowing us to reject the null hypothesis of a unit root.

The model selection process based on the AIC criterion suggests that the best autoregressive model for
the data on visits to the Civil War shelters in Alicante is also an AR(6), which is the same as initially
identi�ed with the partial autocorrelations.

The constant (intercept) and the �rst lag (L1) are signi�cantly different from zero, indicating that they
have a statistically signi�cant in�uence on the model. The other lags are not statistically signi�cant at
the 95% con�dence level, although lag 3 is close to the signi�cance threshold (p-value = 0.095).

The intercept of 4.1132 suggests that, in the absence of previous visits (i.e., when all lags are zero), the
model predicts a base number of approximately 4 visitors. This value is statistically signi�cant, as
indicated by the p-value less than 0.05.

Table 9. Coe�cients for the (AR) 6 model

  coef std err z P>|z [0.025 0.975]

intercept 4.1132 1.064 3.865 0.000 2.027 6.199

Number of Visitors.L1 0.2378 0.106 2.249 0.024 0.031 0.445

Number of Visitors.L2 0.0379 0.107 0.352 0.725 -0.173 0.249

Number of Visitors.L3     -0.1792 0.107 -1.668 0.095 -0.390 0.031

Number of Visitors.L4      0.0614 0.107 0.573 0.567 -0.149 0.271

Number of Visitors.L5     -0.1625 0.107 -1.514 0.130 -0.373 0.048

Number of Visitors.L6      0.0408 0.107 0.383 0.702 -0.168 0.250

The Coe�cients of the Lags are as follows:
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- Number of Visitors.L1: The coe�cient of 0.2378 for the �rst lag indicates that visits on the previous day
have a positive relationship with the current visits. For each additional visitor the previous day, we would
expect to see an increase of approximately 0.2378 visitors on the current day. This effect is statistically
signi�cant.

- Number of Visitors.L2 to L6: The coe�cients for lags 2 to 6 vary in magnitude and direction, but except
for lag 3, none of them are statistically signi�cant at the 95% level. This suggests that the in�uence of
previous visits on current visits decreases or becomes less predictable after the �rst day.

The standard deviation of innovations (model errors) is 3.273, which gives us an idea of how much the
actual observations vary around the model's predictions.

The AIC (4.822) and BIC (5.048) values are criteria used to compare models. In this context, they only
provide an internal reference, as we are not comparing this model with others.

The roots of the characteristic polynomial indicate the stability of the model and the temporal dynamics
of the series. All roots are real or pairs of complex conjugates with moduli greater than 1, suggesting
that the model is stable. The pairs of complex conjugates imply oscillations in the time series, but the
presence of dominant real roots suggests that these oscillations are not the main component of the
series dynamics.

The AR(6) model suggests that visits to the Civil War shelters in Alicante are signi�cantly in�uenced by
the previous day's visits, but visits from more distant previous days have a lesser or uncertain effect on
current visits. This might imply that promotional campaigns or special events would have a more
immediate impact on visits that would dissipate relatively quickly.

However, the limited signi�cance of lags beyond the �rst suggests that other factors not captured by this
model might be in�uencing visits, warranting further investigation that could include external variables or
considering different types of models.

1.1.3.           FUTURE FORECASTS
The AR(6) model can be used to make future forecasts, taking into account the signi�cant in�uence of
the �rst lag and the model's stability. Making forecasts will involve using the last 6 observed values to
predict future values, iterating the process for each step forward in time that we wish to forecast.

The results seem to be consistent and provide a solid basis for decision-making and planning based on
the forecasts generated by the model. However, as always, it is prudent to consider the inclusion of
additional data or the exploration of other models to validate these �ndings and improve the accuracy of
the forecasts.

To make future forecasts using the AR(6) model, we will specify the number of future periods we wish to
forecast. Let's assume, for example, that we want to make forecasts for the next 5 future periods. We
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will use the AR(6) model we have previously adjusted to generate these forecasts.

These �les include the historical data of visits to the Civil War shelters in Alicante and the future
forecasts generated by the AR(6) model.

Table 10. Date of the visits and number of visitors at each of them.



Page 17/32

Date of Visit Number of Visitors

2023-08-03 5

2023-08-18 3

2023-08-19 6

2023-08-24 4

2023-08-25 4

2023-08-26 2

2023-08-27 4

2023-08-28 2

2023-08-30 3

2023-09-02 8

2023-09-03 4

2023-09-05 3

2023-09-06 1

2023-09-09 9

2023-09-10 4

2023-09-13 3

2023-09-16 10

2023-09-17 7

2023-09-21 9

2023-09-26 3

2023-09-27 3

2023-10-03 2

2023-10-04 3

2023-10-06 2

2023-10-07 3

2023-10-08 4

2023-10-11 3

2023-10-13 1
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2023-10-15 6

2023-10-20 8

2023-10-21 4

2023-10-24 3

2023-10-25 1

2023-10-25 1

2023-10-26 2

2023-10-27 14

2023-10-29 4

2023-11-01 3

2023-11-02 1

2023-11-02 3

2023-11-03 1

2023-11-04 14

2023-11-07 5

2023-11-09 4

2023-11-10 2

2023-11-11 9

2023-11-12 5

2023-11-15 4

2023-11-17 1

2023-11-18 3

2023-11-19 2

2023-11-21 3

2023-11-22 1

2023-11-24 2

2023-11-25 10

2023-11-26 1

2023-11-27 2
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2023-11-28 6

2023-11-29 6

2023-11-30 5

2023-12-01 5

2023-12-02 8

2023-12-03 5

2023-12-04 2

2023-12-05 6

2023-12-06 3

2023-12-07 10

2023-12-08 8

2023-12-09 18

2023-12-10 3

2023-12-12 1

2023-12-12 2

2023-12-13 2

2023-12-15 4

2023-12-16 2

2023-12-17 6

2023-12-18 1

2023-12-19 2

2023-12-20 1

2023-12-21 3

2023-12-22 1

2023-12-26 7

2023-12-27 9

2023-12-28 14

2023-12-30 10

2024-01-03 5
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2024-01-20 3

2024-01-21 1

2024-01-22 1

2024-01-24 2

2024-01-25 2

2024-01-26 2

2024-01-27 2

2024-01-28 3

2024-01-29 1

2024-01-30 1

Let's proceed to make and visualize these forecasts:

Table 11. Forecasts by Date and Number of Visitors

  0

2024-01-31 3,730753

2024-02-01 4,799849

2024-02-02 4,872107

2024-02-03 4,806394

2024-02-04 4,688019

The chart (Figure 5) displays future forecasts for visits to the Civil War shelters in Alicante, using the
autoregressive model of order 6 (AR(6)). Historical data are presented in green, while future forecasts
are shown in red. 

Figure 5. Future Forecast Chart for Visits, Using the Autoregressive Model of Order 6 (AR(6))

The AR(6) model projects future visits by focusing on immediate autocorrelation and model stability.
Useful for resource management, it allows for demand forecasting and facilitates decision-making.
However, inherent uncertainty and con�dence limits should be considered, and forecasts could be
re�ned with more data or alternative models.

1.2.       CHOOSING A MODEL: COMPARISONS:
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As veri�ed, we have used various models to analyze future forecasts, the forecasts on visits to the
shelters in the city of Alicante.

The ARIMA(1, 0, 1) aims to capture autoregression and moving average in the time series, indicating
complex temporal relationships. However, the non-signi�cance of its AR and MA coe�cients questions
its necessity. Alternatively, the ARIMA(0, 0, 0) with logarithmic transformation represents the series
through a constant mean, suitable for stationary series as con�rmed by the Dickey-Fuller test, and seeks
to stabilize the variance. This simple model does not show signi�cant residual autocorrelations,
suggesting an effective capture of the temporal dependency structure without additional components. It
provides forecasts based on the stability of the mean, albeit with some uncertainty re�ected in the
con�dence intervals.

The choice between these two models depends on the desired balance between simplicity and the ability
to capture complexities in the data. The ARIMA(0, 0, 0) with logarithmic transformation appears to be
su�cient and more parsimonious for modeling the given time series, re�ecting the "less is more"
philosophy in statistical modeling.

The signi�cance of the constant in the ARIMA(0, 0, 0) model suggests that, for this particular time series,
the additional complexity of AR or MA terms may not be necessary.

The adequacy of the model should be evaluated not only in terms of statistical �t but also in its ability to
produce accurate and useful forecasts. The simplicity of the ARIMA(0, 0, 0) model, along with the
normality of residuals, makes it preferable for interpretation and practical application in this case.

The ARIMA(1, 0, 1), ARIMA(0, 0, 0) with Logarithmic Transformation, and AR(6) models differ in
complexity and approach for analyzing visits to the Civil War shelters in Alicante. ARIMA(1, 0, 1) seeks to
capture short-term dependencies, while ARIMA(0, 0, 0) simpli�es the series to a constant mean,
improving the normality of residuals with logarithmic transformation. AR(6), an autoregressive model,
predicts current values using information up to six periods prior, con�rmed its stationarity with the unit
root test. The signi�cant constant in ARIMA(0, 0, 0) suggests that a constant mean adequately models
the series. In AR(6), the importance of the �rst lag emphasizes the impact of the most recent value.
Finally, both ARIMA models indicate a good �t by not presenting signi�cant residual autocorrelations,
while AR(6) might better capture temporal dynamics by focusing on autoregression.

Figure 6. Comparison of ARIMA and AR(6) Models

The selection between ARIMA(0, 0, 0) with logarithmic transformation and AR(6) is dictated by the
complexity of the series and the purpose of the analysis. ARIMA(0, 0, 0) simpli�es modeling to a
constant mean, while AR(6) leverages recent temporal dependencies. The ARIMA(1, 0, 1) is found
inadequate due to the insigni�cance of its coe�cients. AR(6) is preferable for recognizing short-term
autoregressive patterns, though the simplicity of ARIMA(0, 0, 0) may be bene�cial where ease of
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interpretation is a priority. The decision is based on the balance between simplicity and accuracy,
adjusting to the speci�city of the time series.

1.2.1.           EVALUATING FORECAST RESULTS BETWEEN THE ARIMA(0, 0, 0) MODEL WITH
LOGARITHMIC TRANSFORMATION AND THE AR(6) MODEL

The comparison between the ARIMA(0, 0, 0) model with Logarithmic Transformation and AR(6) reveals
that the former, due to its simplicity and assumption of a constant mean, is preferable for stable series,
although its utility is limited by uncertainty re�ected in wide con�dence intervals. On the other hand,
AR(6), leveraging data from six previous periods, is superior in capturing dynamics and temporal trends,
ideal for series with signi�cant recent autocorrelations and variations. The choice between the two
depends on the nature of the time series and the balance between simplicity and predictive accuracy.

Figure 7. Chart evaluating and comparing, through a simulation, the forecast results between the
ARIMA(0, 0, 0) model with Logarithmic Transformation and the AR(6) model

Figure 8. Diagram offering a comparative view of the ARIMA(0, 0, 0) model with Logarithmic
Transformation and AR(6) in terms of forecast accuracy and reliability

The selection of forecasting models, AR(6) or ARIMA(0, 0, 0) with logarithmic transformation, depends
on the dynamics of the time series and the analytical purpose. AR(6) is optimal for short-term
dependencies, while ARIMA(0, 0, 0) is better for stable series. Predictive accuracy and uncertainty should
be evaluated through con�dence intervals and analysis of historical variability.

Figure 9. Flowcharts illustrating the evaluation of forecast results between the ARIMA(0, 0, 0) model with
Logarithmic Transformation and the AR(6) model

4. Discussion
Signi�cant analyses of time series autocorrelations and related topics have been conducted. There is a
study on the disturbances of a time series and the removal of trend through regressions over time or as
a function of time. Various simulation processes using the Monte Carlo procedure have been carried out
to study the presence of autocorrelations in the analysis of residuals and the most important
statistics (Núñez, 1986). It is also used in medicine, for example, for causes of poor
metabolism (Agámez Pertuz et al., 2006; Ertuğrul et al., 2022). 

The analysis of time series autocorrelations has also been used in the context of tourism. Thus, cultural
tourism as an emerging product is addressed, analyzing changes in Western society and its impact on
heritage and culture. Re�ections on new concepts of heritage are offered, and changes in the de�nition
of cultural tourism, as well as strategies for transforming heritage resources into tourist products, are
analyzed (Ibarra, 2023). Another study provides an overview of the main characteristics of people
engaging in rural tourism in Spain, based on the results of a study conducted throughout the year
1994 (García, 2023). This work discusses the need for reliable and coherent statistics on tourism and its
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interdependence with other economic and social sectors, highlighting the importance of designing a
statistical system that represents the reality of tourism (Amorim, 2016).

The ARIMA (AutoRegressive Integrated Moving Average) model is a statistical model used to analyze
and predict time series. It has been used, for example, to predict the �ow of the Amprong River,
emphasizing the importance of accurate prediction for water management in agriculture (Rahayu et al.,
2020). To predict the prices of rice grain, demonstrating its utility in the agricultural sector (Ramadhani et
al., 2020). For forecasting time series (Faujdar & Joshi, 1 C.E.). The ARIMA model has also been used to
project the yield of Chinese potatoes, showing its applicability in the prediction of agricultural
yields (Cheng-Zhi et al., 2016). It was used to predict the trajectory of the COVID-19 pandemic in the 15
most affected countries (Singh et al., 2020). 

Regarding the use of the ARIMA model in the tourism sector, one study selected �ve different data sets
on airlines, hotels, car rentals, and travel agencies in the U.S. tourism industry and used ETS and ARIMA
models to predict data from 2000 to 2020  (Lin, 2023). Another focuses on the demand for whale
watching tourism in Ulsan, using the seasonal ARIMA model for forecasts (��� et al., 2022). A study
applies the ARIMA model to predict the demand for health tourism in Turkey (Yilmaz, 2022). Another
investigates how rural tourism can promote high-quality development in Guangshan County region, using
the ARIMA model (Ma, 2022). Based on time series data of the number of domestic tourists in Hunan
Province from 2000 to 2019, this study constructs an ARIMA model to predict the number of tourists in
the next four years (Qin, 2021). The ARIMA model has also been used in the context of tourism in Spain.
Thus, one study improves the forecasting of tourist �ows to Spain using Google search indexes related
to travel to Spain. Two models are compared for Germany, the United Kingdom, and France: a
conventional ARIMA model and a model augmented with the Google index (Artola et al., 2015).
Furthermore, the possibility of improving the predictive capacity of a tourism demand model with
meteorological variables has been investigated, using as a case study the monthly British tourist
demand towards the Balearic Islands (Spain). The results are compared with those obtained by non-
causal methods such as an ARIMA model ((Álvarez-Díaz M & Rosselló-Nadal, 2008; Álvarez-Díaz &
Rosselló-Nadal, 2010)

5. Conclusion
The research on predicting visitor in�ux to the memorial cultural heritage of Alicante using ARIMA and
Autoregressive models has revealed how �uctuations in the number of visitors can affect the
management and conservation of Civil War shelters, identifying seasonal patterns and preferences
among different types of visitors. This analysis has underscored the importance of resource planning
tailored to temporal variations and the need to customize communication and education strategies for
different visitor groups. Additionally, the geographically diverse interest in the shelters suggests
potentials for promotion and collaboration at various levels. Among the statistical models evaluated, the
ARIMA(0, 0, 0) with Logarithmic Transformation was identi�ed as the most effective for modeling the
time series of visits, though the AR(6) proved to be crucial for capturing short-term dynamics,
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highlighting the complexity of the time series. Despite the utility of the forecasts generated for future
planning, the presence of uncertainty in predictions underscores the need for �exible management
approaches. Therefore, the inclusion of more variables and the exploration of new models to re�ne the
understanding and accuracy of predictions are recommended. The �ndings reinforce the relevance of
adopting data-based strategies in cultural heritage management, pointing towards adaptability and
anticipation as keys to its effective preservation. Thus, this study contributes to the �eld of cultural
heritage management, offering a replicable methodological approach and highlighting the critical
importance of academic research in the promotion and conservation of cultural heritage.
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Figures

Figure 1

Autocorrelation function (ACF) and partial autocorrelation function (PACF) graphs based on the provided
values.
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Figure 2

Graph on a time series transformed via logarithm

Figure 3
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Graph on con�dence intervals based on a model of constant mean

Figure 4

Graph to visualize the coe�cients of the autoregressive model (AR) of order 6 obtained in the last
analysis.
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Figure 5

Future Forecast Chart for Visits, Using the Autoregressive Model of Order 6 (AR(6))
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Figure 6

Comparison of ARIMA and AR(6) Models

Figure 7

Chart evaluating and comparing, through a simulation, the forecast results between the ARIMA(0, 0, 0)
model with Logarithmic Transformation and the AR(6) model

Figure 8
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Diagram offering a comparative view of the ARIMA(0, 0, 0) model with Logarithmic Transformation and
AR(6) in terms of forecast accuracy and reliability

Figure 9

Flowcharts illustrating the evaluation of forecast results between the ARIMA(0, 0, 0) model with
Logarithmic Transformation and the AR(6) model


