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ABSTRACT

Image-generative artificial intelligence (AI) is increasingly being used in the product design process. In this paper, we present examples of how it is being used and discuss the possibilities of how applications may evolve in the future. We discuss the legal and ethical implications of image-generative AI, including concerns about bias, hidden labor, theft from artists, lack of originality in the outputs, and lack of copyright protection. We discuss how these concerns apply to design education and provide recommendations to educators about how AI should be addressed in the design classroom. We recommend that educators introduce AI as one tool among many in the designer’s toolkit and encourage it to be used as a process tool rather than for generating final design deliverables. We also provide guidance for how educators might engage students in discussions about AI to enhance their learning.
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I. Introduction

Product design, or industrial design, is the design of objects for mass-manufacturing. Product designers are responsible for the design of products in a wide range of industries including housewares, sporting equipment, medical devices, consumer electronics, and more. Recent articles have discussed applications of machine learning, big data, and artificial intelligence (AI) to product design [1], [2]. However, little has been written in academic literature about the application of AI text-to-image or text-to-3D generators to the industrial design process, though the discussion is well underway in the faster-moving world of social media. Titles of YouTube videos published in the past year illustrate the growing relevance of AI to the product design discipline. For example: AI Designed this Product: These Tools are the Future of Design [3], Using AI in Your Design Process (MidJourney, Stable Diffusion, Vizcom) – AI For Industrial Design [4], How to Design with AI #ai #midjourney #vizcom #chatgpt [5], Hyper-Real Prototyping for Speed and Control – AI for Industrial Design [6], A.I. Product Design – THIS Will Change Everything! [7], A.I. vs Pro Car Designer! Is There Still a Future for Us? [8]. Videos like these discuss AI applications that generate digital images from textual descriptions, reference images, or reference sketches, as can be done in popular software programs including DALL-E, Stable Diffusion, Midjourney, Adobe Firefly, and more. The videos illustrate that AI is being presented to viewers, many of whom are design students, as a "must-have skill" for future designers. Thus, educators need to be aware of the capabilities of these AI tools and the accompanying pitfalls and advantages for design education.

As we will illustrate with examples in the Section III, most industrial designers are utilizing generative AI in the front-end of the design process for inspiration, to create mood boards, and for ideation, in other words, to come up with design concept ideas. Some are also using generative AI for refinement or to broaden their ideas. In a few cases, designers have begun to output images generated by AI as underlays for manual 3D modeling, or to create 3D displacement maps which are used to directly texture 3D models. While text-to-3D software applications are not yet widely available, some websites claim to provide these services and student designers may be misled to believe that they are paying for an automated software application to create a 3D model from their sketches, when there is really a human modeler working behind the scenes [9].

The possibility of AI-facilitated plagiarism is a common concern for educators. However, the onset of generative AI introduces issues besides plagiarism, as the training data for the models utilizes work from photographers and visual artists who did not give consent for its use and were not compensated. Furthermore, as with other AI models, generative image AI often exhibits harmful biases. There are also legal and intellectual property-related issues to contend with. The purpose of this paper is to discuss these issues and provide general recommendations for educators regarding generative AI in design education. The primary domains which are publishing about the application of generative AI are medicine and computer vision [10], and very little has been written on the application of generative AI.
in design education. Therefore, this paper addresses the audience of design educators, who must determine how best to address generative AI in the classroom as they prepare their students for the workforce.

Because the AI landscape is fast-moving, and because product design professionals often do not publish their work in academic journals, this paper draws material from multiple areas, including conversations with practicing designers and literature from the fields of computer science and design education. First, we describe related literature. After that, we provide examples of ways that generative AI is currently being used by professionals in the product design field. Then, we delve into the ethical and legal issues through a discussion of recent academic literature and news articles. We conclude with recommendations for design educators. While the examples we are focusing on in this paper are from the context of industrial or product design, our discussion should also be relevant to other areas of art and design education.

II. Literature Review

Many authors have argued that instead of replacing human designers, AI will become a powerful partner for human designers and enhance their capabilities. For example, Verganti and colleagues claimed that artificial intelligence has the capacity to reinforce the fundamental principles of design thinking, rather than displacing them [11]. Seidel et al. said that the emergence of autonomous design tools indicates that the role of human designers is changing [12], and Koch advocated the belief that systems leveraging AI can become collaborative partners in the design process [13].

Human-AI collaboration has been investigated in various stages of the design process, including early ideation and concept evaluation [14], later-stage ideation [15], management of the design team [16], aiding teams in design problem-solving [17], and aiding teams in the design of complex systems [18]. The addition of AI in the design process is not always found to be helpful. In one case, AI enabled broader and more efficient exploration of potential solutions [18]. In another case, however, AI was seen to hinder the performance of high-performing teams, though it did help low-performing teams [17].

While the aforementioned studies all explored the application of AI to the design process, AI-human interaction in the engineering design process remains an understudied area [17]. This paper focuses specifically on image-generative AI applied to the design process. Generative AI is defined as the “production of previously unseen synthetic content, in any form and to support any task, through generative modeling,” where generative modeling means “modeling the joint distribution of inputs and outputs” [10]. Image-generative AI models are trained on large datasets of images paired with textual descriptions and work through a process called diffusion. Diffusion models add noise to data (image data, in this case) in a series of steps. Then, the process is run in reverse, and each step gradually denoises the image, leaving behind what the model predicts will be an image of the user’s prompted input [19].

While few authors discuss the application of image-generative AI to industrial design or product design, image-generative AI has been investigated in other related fields such as fashion design [20]. Researchers found that the majority of their generated fashion design images were thought to be created by human designers rather than being computer-generated [20]. Another team investigated image-generative AI which uses sketch-based input in the context of architectural design [21]. They commonly encountered a problem of the AI generating images that would be impossible to construct [21].

Rather than generating images, generative AI has been explored in the context of mechanical design to generate 3D geometry. A case study examined the use of generative design in a computer-aided design (CAD) software to perform structural optimization [22]. This process involves inputting a set of design requirements in the form of numerical constraints relating to materials and manufacturing, as well as defining some basic geometric constraints in the CAD software [22]. Generative AI is also being applied to larger-scale structural design problems, such as building structures [23].

Cai et al. introduced a generative AI tool which creates inspiration mood boards of generated images based on a text prompt [24]. They had a group of participants with experience in art or design compare the outputs to results of an image search on Pinterest. Participants found the generative AI tools to be more useful, inspirational, and enjoyable than the traditional image search. Having a larger diversity of images generated was only slightly favored by the participants, and in the search condition, the lower diversity of images was preferred [24]. This study did not demonstrate or investigate how effectively or ethically participants might then use those inspiration images, but these are important aspects to consider. While designers perceived the AI-generated images to be more useful, what does this really mean? Might AI-generated inspiration images limit someone’s thinking, or lead them to unintentionally plagiarize?

While clear-cut rules about plagiarism and citing sources exist in nearly every university regarding written work, the concept of plagiarism for visual design work is already quite murky. In the postmodern design context, there is no consensus of where to draw the lines between borrowing, referencing, and plagiarizing [25]. Writing in the context of the year 2011, Economou described a “remix” realm in which design students are operating [25]. How much truer is this today, when the “remix” realm has given rise to what is essentially an automated remix machine in image generative AI? Writing in 1994, Saffo asked, “will the act of creativity be reduced to assembling old ideas like so much digital clip art, as the once-sustaining web of tradition becomes a suffocating blanket of electronic recall?” [26]. These examples from earlier writings demonstrate that concerns about lack of originality in design work were around long before the introduction of generative AI, and generative AI is just the latest iteration of technology which may facilitate design plagiarism. Educators and employers alike have concerns about plagiarism, both for the integrity of learning and to protect businesses from a legal standpoint.

This review of the literature indicates that many researchers see the value in applying generative AI to design. While researchers are increasingly investigating applications of AI to the design process, there is a need for more work that focuses specifically on design education. Other reviews have focused on classifying and categorizing generative AI systems and outlining the technical requirements, without discussing ethics [27]. Writing on the related topic of text-generative AI argues that following “responsible practices to uphold academic integrity and ensure ethical use” is crucial [28]. Thus, this paper discusses the ethics of image-generative AI applied to product design, as well as concerns about plagiarism and originality.

III. Using AI to Generate Designs

A. Example I: Using AI to Generate Inspiration Images

Most of the popular image-generative AI software products allow the users to input text or other images to “prompt” the AI and tell it what kinds of images to generate. For example, designer Caterina Rizzoni of Kaleidoscope input the following text prompt into Midjourney V3: “Light fixture lighting a brilliant, elegant light and airy crystalline patterns of light dancing photorealistic detailed plants greenery daytime bright modern beautiful balcony patio trees natural colors outdoors.” From this prompt, Midjourney generated multiple images, some of which are shown in Fig. 1.
In many cases, users may simply use these AI output images as they are, if their goal was to generate an image. However, in the case of product design, the end goal is to come up with a product idea. In many cases, the images generated by AI are not a perfect match with the design requirements and are instead used as inspiration material. Taking the generated images in Fig. 1 as inspiration material, designer Tom Gernetzke sketched various lamp concepts. These sketches are shown in Fig. 2. (The Kaleidoscope innovation team’s process is described in further detail in [29]). The inspiration from the generated images is clear, but the human designer added other details such as structurally supportive bases and electrical cords which are critical to the feasibility of the final lighting design.

B. Example 2: Using AI to Generate 2D Images of 3D Topology

As Example 1 illustrates, using an output image generated by AI to get a production-ready design is currently a highly manual process, and most often the images are used as a jumping-off point for inspiration but differ largely from the final design. However, designers are increasingly pushing the use of AI to complete more steps in the design process. In Example 2, the designer moves directly from an AI-generated image to a 3D model. Designer Kedar Benjamin used the AI image generation software Dall-E to create an image of a shoe, shown in Fig. 3.

A 3D model of the shoe was then built collaboratively by two designers, Benjamin and Svet Abjo, using the software packages Blender and Maya. The designers drew topology over the original image in the 3D modeling software to create the overall shape of the shoe (Fig. 4).

The designers interpreted the shoe’s topology from the AI-generated image but also made changes based on what they thought
would be most appropriate for the final product, as well as adding their own designs for the parts of the shoe that are not visible in the generated 2D image. The final shoe, based on their manually built 3D model, is now in production from a made-to-order 3D printed shoe company, Zellerfeld (Fig. 5). While the shape of the final shoe is similar to the original image generated by AI, the creation of the final product required significant manual input from the designers in the creation of the detailed 3D model and the selection of a manufacturing method and material.

**C. Example 3: Using AI to Generate 3D Topology**

In Example 3, designers added even more automation into the process of going from a generated image to a final product. Designer Marina Aperribay used Dalle-2 to create inspiration images for a shoe. Once she found the best prompt to create the desired outcome, she used this same prompt in Stable Diffusion 2.0, which has the capability to create a displacement map, or a texture, based on the image using the tool “depth2img.” The final shoe image used to generate the texture is shown in Fig. 6.

![Shoe image generated in Stable Diffusion 2.0 used to create displacement map](image1)

**Fig. 6.** Shoe image generated in Stable Diffusion 2.0 used to create displacement map [30].

Designer Kedar Benjamin created an automated workflow using the software Houdini that allowed the displacement map to be wrapped around a basic shoe model. This final model was then 3D printed. The 3D model and 3D printed shoe are shown in Fig. 7.

![3D model created by wrapping displacement map around a basic shoe model. (R) 3D print of final shoe](image2)

**Fig. 7.** (L) 3D model created by wrapping displacement map around a basic shoe model. (R) 3D print of final shoe [30].

Unlike the previous example which required manual 3D modeling, this workflow was both fast and suitable for people with limited 3D modeling skills. However, the designers anticipated this workflow would soon be obsolete with the arrival of “text-to-3d mesh” AI applications [30]. At the present time, software that uses AI to generate 3D models does not appear to be available to product designers, yet many designers hope that such programs will soon be developed. The recent breakthroughs in text-to-image AI are dependent on datasets which include billions of image-text pairs. The same approach cannot be taken for generating 3D models because large scale datasets of labeled 3D data do not exist, and neither do efficient architectures for denoising 3D data [31]. However, researchers are working on other approaches that can generate 3D models from various combinations of 2D images, text prompts, and 3D priors [31], [32], [33], [34], [35], [36], [37].

**IV. Ethical and Legal Concerns**

While generative AI is a powerful tool that can create impressive images, the new field is fraught with ethical and legal concerns that designers cannot ignore. These issues are discussed in this section.

**A. Biased Outputs**

One problem with image-generative AI is that the images it creates often reproduce biases, particularly when depicting humans. For example, a research group studying DALL-E and Stable Diffusion found that the models “learn specific gender/skin tone biases from web image-text pairs” [38]. The creators of DALL-E 2 were aware of the biases in their output images, stating that the images produced overrepresent people who are “White-passing.” Their model also overrepresents people who appear female for female-stereotyped jobs, such as a flight attendant, and overrepresents people who appear male for male-stereotyped jobs, such as a builder [39]. The DALL-E 2 team also found that their initial approach to filtering sexual content reduced the overall quantity of generated images of women, including images that did not contain sexual content [39]. Ultimately, these biases probably are not the largest concern for design students, since they are designing objects rather than people. Regardless, students should be careful to avoid representing people in biased ways in their imagery, and students need to be aware that AI tools often reproduce harmful societal biases.

Beyond images of people, the DALL-E 2 model also overrepresented “Western concepts” [39]. This certainly has implications for product design, as styles of design differ by culture and region. If AI models overrepresent Western styles of buildings, products, fashion, etc., then uncritical use of these AI tools could further perpetuate a Eurocentric bias in design. Students should be informed about cultural variations in design styles and be trained to recognize how AI may not present a very well-rounded sampling of styles from around the world. Design students are being trained to create the most appropriate design for the brief, and if AI generates a very narrow set of inspiration material, then the students need to recognize this fact and take their own steps to broaden their inspiration sources. (We note that although DALL-E was the primary example used in this section, the issue of bias is not limited to any single AI application.)

**B. No Guarantee of Originality**

Another serious issue with image-generative AI is the possibility that the output is not unique. The output that one user gets from a generative AI software may be the same as what other users get, or it may be very similar to the images used in the training data. Researchers ran an experiment on Stable Diffusion and found while most generated images did not contain copied content, “a non-trivial amount of copying does occur” [40]. They focused on object-level similarity because it could potentially be the subject of future intellectual property disputes. An example from their research is shown in Fig. 6. The left image was generated by Stable Diffusion, the right image is a nearly equivalent shoe image found in the LAION-Aesthetics v2 6+ dataset.

The DALL-E team also stated that lack of unique outputs is a concern for their software, though they focused on the possibility of the software generating the same output for multiple users, rather than generating something that is very similar to the training data. They said, “due to the nature of machine learning, output may not be
unique across users and the Services may generate the same or similar output for OpenAI or a third party” [41]. Both the issues of copying the original input images or giving the same output to multiple users raise the concern that anyone using image-generating AI cannot be sure that they have generated something unique. The lack of assurance that a generated design is unique poses a problem for designers whose primary goal is to create a novel design.

Designer Benjamin from Example 2 shared that his team took special care when creating the 3D model to avoid a “swoosh” shape that would be reminiscent of the brand Nike. Through his experiments with text-to-image AI, Benjamin observed that, “text to image tends to generate swooshes [reminiscent of Nike] or three stripes [reminiscent of Adidas] on a lot of shoes, and even when it doesn’t generate swooshes it sometimes makes design elements which resemble them. We have to be very careful about this.”

Most of the terms of service for image generative software applications that we reviewed for this paper put the responsibility of ensuring that there are no intellectual property violations onto the users (for example, [41], [42]). This means that even though the AI companies trained their models on images containing other companies’ intellectual property (IP), it would be the user’s responsibility if the software generated an output that was too similar to the IP of those companies and the user decided to use this output as their own “original” design. Thus, designers who are using generative AI have to be knowledgeable about the brand language and IP of other brands and take care that they are not generating designs that infringe on that intellectual property.

C. Theft From Artists

Data is a fundamental building block of AI and machine learning models [43]. Many argue that the image generation programs like Midjourney are damaging to artists and photographers in that the training data contains millions of artworks and images without the creators’ consent [44]. Stability AI, the company behind Stable Diffusion, is being sued by Getty Images, who argues than more than 12 million of Getty Images’ stock photos were used to train Stable Diffusion’s algorithm without permission or compensation [45].

Midjourney admittedly did not seek consent from living artists or work still under copyright because, according to their CEO, “there isn’t really a way to get a hundred million images and know where they’re coming from.” [46] Midjourney’s training dataset was built from “a big scrape of the internet” and they train across multiple published open data sets [46]. Artists cannot opt out of being named in prompts and none have had their work taken out of the training dataset [46]. This problem is not isolated to Midjourney, as the CEO further stated, “our training data is pretty much from the same place as everybody else’s — which is pretty much the internet. Pretty much every big AI model just pulls off all the data it can, all the text it can, all the images it can. Scientifically speaking, we’re at an early point in the space, where everyone grabs everything they can, they dump it in a huge file, and they kind of set it on fire to train some huge thing, and no one really knows yet what data in the pile actually matters” [47]. Stable Diffusion was trained on the 2b English language label subset of LAION 5b, “a general crawl of the internet created by the German charity LAION” [48]. There was also no opportunity for artists to opt-out of having their work included in the LAION 5b model data [48].

One example of a different approach by an AI company is that of Adobe, who has trained their initial Firefly model on “Adobe Stock images, openly licensed content, and public domain content where copyright has expired” [49]. Many designers have spoken with expressed excitement about using Adobe’s Firefly software (currently in Beta), or other future software that takes a similar approach to not training on artists’ work without permission, because many in the creative community have ethical concerns about creative work being used to train AI without permission. Adobe is also exploring ways for future creators to be able to train the model with their own assets so that they can generate content in their own unique design style or brand language without using other creators’ content as source material [49]. This and other similar future solutions would also open future possibilities for AI as a design tool that could remediate some of the ethical concerns discussed in this section.

D. Other Hidden Labor: Annotators

While the artists and photographers whose work is fed into AI models represent one invisible labor group in the AI ecosystem, they are not the only such group. In discussions of AI taking away human jobs, we often overlook the fact that AI creates jobs as well, although as the case of the annotators illustrates, many of the jobs created are not high-paying, not highly skilled, and not necessarily desirable. Annotators, or people who label, caption, and characterize text, images, or other data to create training data for AI models, are another group whose human labor is often unacknowledged in discussions of AI.

Many AI companies outsource the job of annotation to overseas companies. One author interviewed Kenyan annotators who were making somewhere between $1 and $3 per hour. The work was not consistent and came in waves, and they could not always count on having tasks [50]. A study of annotators working in India found that the work practices served the interests of the companies and requesters rather than the workers. Many of the annotators had entered the workforce under the guise that this was an entry point to a career as an AI/ML engineer when this was not the reality for most workers. The work was tedious and repetitive, the workers sometimes had to work overtime hours which were not compensated, and the work was project dependent, if a project ended, so did the work [43].

In the world of product design, many designers are on the lookout for services which will save them time in their workflow, and building 3D models from images is a time-consuming task for many designers. Kaedim is a 2D image to 3D model service which many believe is misleading users by selling their technology as AI, but instead using human workers behind the scenes build the 3D models in real-time. Users thought that the way the 3D models were simplified from the images looked like something that would be difficult to train an AI model to do. Furthermore, Kaedim had previously posted a job advertisement looking for workers who could “produce low quality 3D assets from 2D images 15 minutes after they are requested” [51]. In response to the criticism of falsely advertising their services as AI, their CEO said, “We have a product that’s starting to produce some exciting results — but it’s far from perfect” [9]. She said that although images pass through their AI algorithm for reconstruction as 3D files, a quality control engineer takes a look at each output and improves it where necessary [9].

Humans manually working on processes that are advertised as AI brings in a serious concern when it comes to student work. While a
professor might be fine with a student using software to automatically generate a file output, they would probably not be okay with a student paying another person to create the file for them, which is what is happening in cases of falsely advertised AI. Students need to be informed about the existence of such misleading services and advised by their instructors about what kinds of software and services are acceptable to use for class assignments.

E. Ownership of AI Outputs

The U.S. Copyright Office has determined that AI-generated images are not protectable under current copyright law because they are “not the product of human authorship.” They said that Midjourney users have very little control over the final images in comparison to a human artist or photographer [52]. They also said, “the fact that Midjourney’s specific output cannot be predicted by users makes Midjourney different for copyright purposes than other tools used by artists.” [53]. At present, Midjourney only allows users to input text or images. It is not clear how copyright possibilities will evolve for cases such as Vizcom, an AI application which allows manual drawing in the input box, or a case where an artist could train a model on their own work. But at present, it is safest for design students and designers to assume that any images they create using image-generative AI software like Midjourney will not be able to receive copyright protection.

Furthermore, using free versions of AI programs often yields images that are explicitly open source. This is the case for Stable Diffusion Online [48] and for the free version of Midjourney [42]. Midjourney’s terms of service state, “Midjourney is an open community which allows others to use and remix Your images and prompts whenever they are posted in a public setting. By default, your images are publicly [sic] viewable and remixable. As described above, You grant Midjourney a license to allow this” [42]. Students must understand that AI-generated images are often not protectable as their own work, and depending on what software they are using, the outputs they generate may be considered open-source.

V. Recommendations for Educators

A. Engage Students in Discussions About the Ethical and Legal Implications of Using Generative AI

The use of AI is often marketed to design students as a “must-have skill” for them to stay up to date with the latest and greatest technologies. However, as the issues discussed in the previous section illustrate, AI is fraught with ethical and legal concerns that are not relevant to other design technologies like computer-aided design or rendering software. Design students must be aware of the ethical and legal issues. In-class discussions are one way that students could be engaged with these issues. Discussions could focus on the five stages of ideation, as the designers added their own creative hand in the final product. The general definition of plagiarism is presenting the work of someone else as if it were your own [54]. What constitutes plagiarism in creative design disciplines is far less clear-cut than in disciplines that ask for written solutions, where there are clear guidelines that can be taught to students for quoting, attributing, paraphrasing, and citing. In design, there are no such guidelines [25].

In courses where craft is the focus, for example, a sketching course or a CAD course, the students need to create their own sketches or CAD for the deliverables. Thus, using AI to create these deliverables and being dishonest about the origins of the work would certainly constitute plagiarism. However, in studio courses where the design outcome, rather than a specific design skill, is the main focus, the use of AI as part of the process should be acceptable, as in the examples shared in section III. Using AI to directly create final deliverables could still be problematic.

Based on the fact that generated designs are not necessarily original, as in they might have copied heavily from the training data and might be extremely similar to an output given to someone else, we do not think it is wise for students or designers to claim a generated design as their own original design at the present time. That being said, presenting an AI-generated solution alongside substantial background research that provides a robust justification for the novelty and suitability of the solution could be valuable. Perhaps future iterations of generative design software will offer features that can make a stronger guarantee of originality of the outputs.

The fact that the original outputs of image generative AI are not protectable by copyright is another argument against allowing students to turn in AI outputs as part of their final design deliverables. AI outputs may be presented in process books and certainly should be documented if they played a part in the student’s design process, but the final product should be crafted by the student. Take, for example, the sketches in Fig. 2 or the 3D prints in Fig. 5 and Fig. 7. These would be acceptable outputs of projects which used generative AI in the early stages of ideation, as the designers added their own creative hand in creating models and sketches of the final product.

B. Concerns About Plagiarism

1. Should It Be Considered Plagiarism for a Student to Turn in an AI-Generated Design as Their Final Deliverable for an Assignment?

The general definition of plagiarism is presenting the work of someone else as if it were your own [54]. What constitutes plagiarism in creative design disciplines is far less clear-cut than in disciplines that ask for written solutions, where there are clear guidelines that can be taught to students for quoting, attributing, paraphrasing, and citing. In design, there are no such guidelines [25].

In courses where craft is the focus, for example, a sketching course or a CAD course, the students need to create their own sketches or CAD for the deliverables. Thus, using AI to create these deliverables and being dishonest about the origins of the work would certainly constitute plagiarism. However, in studio courses where the design outcome, rather than a specific design skill, is the main focus, the use of AI as part of the process should be acceptable, as in the examples shared in section III. Using AI to directly create final deliverables could still be problematic.

Based on the fact that generated designs are not necessarily original, as in they might have copied heavily from the training data and might be extremely similar to an output given to someone else, we do not think it is wise for students or designers to claim a generated design as their own original design at the present time. That being said, presenting an AI-generated solution alongside substantial background research that provides a robust justification for the novelty and suitability of the solution could be valuable. Perhaps future iterations of generative design software will offer features that can make a stronger guarantee of originality of the outputs.

The fact that the original outputs of image generative AI are not protectable by copyright is another argument against allowing students to turn in AI outputs as part of their final design deliverables. AI outputs may be presented in process books and certainly should be documented if they played a part in the student’s design process, but the final product should be crafted by the student. Take, for example, the sketches in Fig. 2 or the 3D prints in Fig. 5 and Fig. 7. These would be acceptable outputs of projects which used generative AI in the early stages of ideation, as the designers added their own creative hand in creating models and sketches of the final product.

2. How Would an Instructor Know if a student Was Trying to Pass Off an AI-generated Design as Their Own Original Work?

This question is not inherently different than asking how an instructor would know if the student was using a file they found on the internet and trying to pass it off as their own unique work. Thus, we will review the recommendations that are already in place for combatting plagiarism in classrooms of creative disciplines like industrial design.

Prior to the introduction of generative AI, it was already common practice for designers to reference inspiration images they find on the internet [25]. Eighty-five percent of design students reported that
their first step in beginning an assignment is to conduct a Google image search or create an inspiration board using Pinterest, and they continue to reference these things throughout the design process [55]. In fact, many design instructors even encourage their students to collect a broad range of visual samples to draw inspiration from in their design process [56]. The problem comes when the inspiration sources are too similar to the final design submission, and design students face growing difficulty in navigating the lines between plagiarism, appropriation, homage, inspiration, and referencing others’ work [25].

Educators have proposed various solutions to combat plagiarism in design education. Pedagogical approaches that discourage plagiarism are preferred over detection approaches [57]. For example, project-based learning has a lower risk of plagiarism because the instructors closely supervise students’ work and students keep a logbook of their individual contributions to team projects [58]. Coorey argues that training students to engage in their own design process is the most important method of discouraging plagiarism [55]. Studio projects naturally lend themselves to this as there are many milestones along the way where students perform the different steps to develop their projects [59]. Process work should be emphasized in the assessment practice in order to place focus on the designer’s role in developing the final solutions [25]. A process book, in which students show their process of ideation and revisions which led them to the final design outcome, can serve as an assessment tool for the instructors [55].

Design programs should provide lectures on visual plagiarism and appropriation theory; studio practice should include visual referencing systems to provide students a method to indicate their source material which they referenced to build to their final design [25]. One approach called “Beyond Style” guided students through a process of how to be inspired by creative precedents without plagiarizing, with the idea that this would also help students to respect the creative works of others [57]. An alternative option is to train students to write a statement of novelty, which may serve as a useful exercise in the context of design education where students may want to protect their IP in the future with patents [60]. Ultimately, art and design programs need plagiarism policy documents relevant to their disciplines [25]. Design instructors today need to ensure that their plagiarism policies address the use of AI and what is and is not acceptable in their classroom.

C. Ensuring That Students Build the Skills Needed to Be Successful in Industry

Can students expect to be allowed to use AI in their jobs upon graduation? We spoke with multiple design professionals about this question. Many designers who work in US-based consumer products companies were given restrictions by their legal departments about how they could use AI software at work. One company’s training on AI said that using AI to make images can generate content that infringes on others’ intellectual property rights, which could open the company up to lawsuits. They forbid inputting company data into AI software as prompts, as this could expose the company’s own IP. Thus, they placed heavy restrictions on their design teams using AI.

A designer at another company was provided with a Pro license for the software Midjourney, however, the designers were only allowed to use Midjourney to generate images for storytelling or background material to explain the context or intentions behind a design and could not use Midjourney to generate actual design concepts. They were also forbidden to use any brand names in the text prompts. Another designer said that her team did not feel comfortable using generative AI for ethical reasons. They were specifically concerned about the ethical issue of AI using the work of artists without the artists’ consent.

In contrast to the previous examples, a designer who works at a large tech company said that her company encourages the use of AI in their work since the company is in the business of creating AI applications themselves. Another designer pointed out that larger companies like hers were working with tech companies to develop proprietary AI applications that would not expose them to legal and IP concerns.

From these examples, it is clear that design students today cannot count on entering the workforce and being encouraged or allowed to freely use AI as part of their design process, especially if they enter in an industrial design role in a large consumer goods company (individuals who end up working for tech or small design consultancies without legal teams will likely face different policies regarding AI). While students should know the capabilities of generative AI, they should also be well-versed in the legal and ethical issues surrounding AI so that they will be able to make informed decisions that do not violate the guidance from their employers. They should also be fully capable of creating excellent designs without the aid of generative AI in the event that they work for an employer who does not permit its use. Students could end up in a situation where they use AI freely during their education, become reliant on it during their design process, and then graduate and are not allowed to use it in the workplace, which would not be ideal.

D. Design Competitions

While some companies are hesitant about adopting AI, design competitions appear to be taking a different stance. The iF Design Award considers that many winners already involve “AI” as they are smart products such as fridges or smart phones. So, they did not plan to differentiate entries that involved AI. The Red Dot Award focuses on the end results, and if AI plays a part in leading to an award-worthy physical product, then that product would still be eligible to win the award [61]. Thus, students who want to enter their work into competitions probably do not need to be concerned that using AI in their design process would disqualify them. That said, the students should still be transparent in their process books and portfolios about how and where AI was leveraged. Of course, students and educators should also check the policies of any design competition that they plan to enter to see if the policies place any restrictions on the use of AI.

E. Summary of Recommendations for Educators

Section V has consisted of an in-depth discussion of our recommendations for educators who are faced with the choice of introducing generative-AI in design classrooms. Table I provides a summary of these recommendations and the reasoning behind them.

VI. Conclusion

Image-generative AI is a promising new tool for product designers to use in their design process. In this paper, we presented three examples of projects which used AI-generated images as an inspiration source for design sketches, as an underlay for a 3D modeled design, and to automatically generate a texture. Image generative AI is still a new technology, and future iterations will be even more advanced. Product designers are increasingly looking for tools to help them generate 3D designs more quickly and efficiently and with increased control over the final outcome.

To help ensure that students are graduating with the most up-to-date software skills, educators would do well to introduce generative AI as one tool among the many tools in which they train their students. However, AI differs in many ways from traditional technologies, and should not be introduced without a clear discussion of the ethical and legal implications, and clear guidelines about the instructor’s policies for how AI can be used in projects and final deliverables. Even if an instructor does not plan to introduce AI, these guidelines should be provided as part of the plagiarism policy given in a syllabus.
TABLE I. SUMMARY OF RECOMMENDATIONS FOR EDUCATORS

<table>
<thead>
<tr>
<th>Recommendation</th>
<th>Reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduce AI as a tool to be used in conjunction with other design tools.</td>
<td>Students should be familiar with the capabilities of AI but should not get the idea that AI replaces fundamental skills of designers at this time.</td>
</tr>
<tr>
<td>Do not allow students to turn in raw AI-generated content as a final product.</td>
<td>At this time, raw outputs of image-generative AI are not as refined as what is needed for professional design work. Students who use AI tools should build on the outputs of AI and refine them manually using their own critical thinking.</td>
</tr>
<tr>
<td>Encourage use of AI tools that give a high degree of control, such as tools trained on one’s own work or tools that use sketch-based inputs rather than text-based.</td>
<td>Tools which give the designer a higher degree of control are more likely to result in original outputs.</td>
</tr>
<tr>
<td>Require students to document use of AI in projects, process books, and portfolios.</td>
<td>Students should make a clear distinction between their own work and AI-generated or AI-assisted work in order to avoid plagiarism concerns.</td>
</tr>
<tr>
<td>Ensure that students can still complete required tasks without AI.</td>
<td>Some companies do not permit design teams to use AI, so students cannot count on being able to use AI in all future jobs.</td>
</tr>
<tr>
<td>Engage students in discussions of ethical issues surrounding AI (eg. Bias in outputs, theft from artists, hidden labor, inadvertent copying, copyright and ownership).</td>
<td>Students should be aware of the many ethical and legal issues surrounding image generative AI to help them make informed decisions of how they might or might not want to use AI in their work.</td>
</tr>
</tbody>
</table>

We do not recommend students be allowed to turn in fully AI-generated files as their final project artifacts. It is unlikely that this will be permitted in their future jobs due to copyright and IP concerns. Furthermore, allowing students to use AI for final artifacts could hinder their skills development, as generative-AI does not currently allow for the same level of control over the final design outcome that other tools do. However, using AI alongside the traditional design tools could be an asset to helping students work more efficiently and could lead to new creative insights.

Educators should not naively cling to traditional techniques and methods but must remain open to the possibility that certain hand skills in design may decrease in importance in the future. No doubt educators in the past were afraid to introduce CAD, 3D rendering, and digital sketching for fear that students would lose hand sculpting and hand rendering skills. Both industry and education evolve as new technologies change designers’ workflow and clients’ expectations.

Saffo (1994) argued that originality was increasingly rare, and originality would eventually cease to be the true litmus test of creativity. Instead, value would be placed on passion, surprise, and insight [26]. As illustrated by the examples in section III, the designer’s creativity is still critical to transforming the outputs of generative AI into a viable final design solution. At present, generative AI is not going to output a manufacturable final product. The designer must be the one to curate the best solution, taking into consideration the user needs, market appropriateness, and IP space. The designer can certainly leverage generative AI to help get to the final viable outcome, but designer’s human skills are still of critical importance. Trend research, user research, understanding of branding and brand identity, and manufacturability knowledge may become increasingly valuable skills in the age of generative AI.

Although this paper focuses on product design education, and the examples that we presented are all from the product design field, we believe that our recommendations for educators apply to other design disciplines which have a visual emphasis, such as graphic design, architecture, engineering design, fashion design, interior design, and fine art. The fact that we only spoke with individuals from the discipline of product design is a limitation of this paper. However, our review of ethical and legal concerns was not discipline-specific, and we drew from a range of sources to write this section.

In conclusion, educators must take notice of image-generative AI, because their students are certainly aware of it and will be experimenting with the technology regardless of whether the educators address it or not. At present, the raw outputs of AI are likely not suitable for use as final deliverables in design education due to their lack of copyright protection and the possibility of copying and IP infringement. However, future AI tools are likely to offer more control over the final solution, and a stronger guarantee of originality. Future tools should also address the ethical issues surrounding bias and theft from artists. Generative AI offers exciting possibilities when used as part of a comprehensive design process, and engaging students in discussions about AI in design can help them think critically about their role as designers in the face of technological change.
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