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Scene text detection is a complicated and one of the most challenging tasks due to diferent environmental restrictions, such

as illuminations, lighting conditions, tiny and curved texts, and many more. Most of the works on scene text detection have

overlooked the primary goal of increasing model accuracy and eiciency, resulting in heavy-weight models that require more

processing resources. A novel lightweight model has been developed in this paper to improve the accuracy and eiciency of

scene text detection. The proposed model relies on ResNet50 and MobileNetV2 as backbones with quantization used to make

the resulting model lightweight. During quantization, the precision has been changed from loat32 to loat16 and int8 for

making the model lightweight. In terms of inference time and Floating-Point Operations Per Second (FLOPS), the proposed

method outperforms the state-of-the-art techniques by around 30-100 times. Here, well-known datasets, i.e. ICDAR2015

and ICDAR2019, have been utilized for training and testing to validate the performance of the proposed model. Finally, the

indings and discussion indicate that the proposed model is more eicient than the existing schemes.

CCS Concepts: · Computing methodologies→ Artiicial intelligence;Machine learning.

Additional Key Words and Phrases: Deep Neural Network, Model Quantization, Edge Computing, Inference Time, Floating

Point Operations per Second, Resource Constrained

1 INTRODUCTION

Scene text detection is the technique of inding words from scenic images. It is a complex process since there are

so many environmental limitations, such as illuminations, lighting conditions, tiny and curved letters, and so

on, that make it challenging to identify, and extract such messages. The methods used to recognize text in this
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scenario may be classiied into two parts: (1) segmentation-based and (2) regression-based. A Full Convolution

Network (FCN) [34] was used in a segmentation-based approach where further post-processing was required for

transforming the output in the word boxes. Researchers have mostly utilized Single Shot Detectors (SSD) [32],

Faster Region-based Convolutional Neural Networks (Faster R-CNN) [44], or mask region-based convolutional

neural networks in the regression-based method, such as Mask R-CNN. These experiments on both techniques

sought greater eicacy by trading model complexity and attained an F1 score of 80-90% for text detection. However,

their performance was not best achieved for scene text detection.

WELCOME

Image Text Detection Text Recognition

Fig. 1. Process of English text detection and extraction

One of the useful techniques for detecting and recognizing text or characters from the input images is Optical

Character Recognition (OCR). It has piqued the interest of many researchers since it ofers a wide range of uses,

including assisting the diferently-abled in reading books, number plate identiication, and so on [37]. It consists

of two stages: detection and recognition. The detection process involves segmentation of the region in the input

picture containing the border of the texts, while recognition refers to the extraction of texts from that segmented

area. As it can be easily seen in Fig. 1, an image has the text "WELCOME," the detection module will segment the

border of the section of the picture having this text, and the recognition step will extract these texts from the

segmented area of the image containing the text. This technique does not perform well when the document is of

poor quality, and it is not worth doing for small amounts of text detection.

A morphological way of extraction of texts from the image has been adopted in [15]. This approach remains

unafected by noise, skew, or text orientation. It is also free from the best global and local thresholds based

on ixed-size blocks. The OCR algorithm has been incorporated with this method to create a logical system

for text analysis in the image, but it is computationally expensive. A novel scene text detection model called

TextMountain has been developed in [62] where the key idea was to make use of border-centre information. The

proposed technique can handle curved text as well as multi-oriented text. The experiments have been done on

MLT, ICDAR2015, RCTW-17, and SCUT-CTW1500 datasets. The results have proved that the proposed method

performs better than the existing ones with an F1 score of 76.85% on the MLT dataset that outperforms the

current techniques, and it can be further enhanced.

Deep learning has been used for text detection and extraction in the past decades [45]. The performance of such

models has been measured in terms of accuracy. Less importance has been given to other parameters related to

the eiciency of a model, such as memory usage and inference time. In today’s era, edge computing has been a

trending technology as the focus is on developing mobile solutions [40, 49]. Edge computing provides information

for scene text detection, collected by edge devices, such as Jetson Nano, and smartphones [11, 53]. As a result,

models must be developed that are eicient enough to run on edge devices without compromising computations.

Researchers have built eicient text identiication models that are both quick and cost-efective, with low loating-

point operations per second (FLOPS). PvaNet [18] has been used as a backbone for Eicient and Accurate Scene
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Text Detection (EAST) [61] which was created to perform scene text detection. To extract visual characteristics,

the EASTmethod uses a convolutional neural network. It is geared for text detection, and gives a detailed per-pixel

prediction of words or text lines. Candidate selection, text area construction, and word segmentation are all

eliminated for optimization. The post-processing only comprises thresholding and NMS on predicted geometric

shapes. Initially, PvaNet was used to extract features from three layers in order: feature extractor stem, feature

merging branch, and output layer. However, because of the limited sensing ield, it could not extract additional

image characteristics. One of the remedies discovered to tackle this problem was altering the backbone as stated

in [46, 48]. A similar approach was adopted and employed for text detection in [46], but with a diferent backbone,

i.e., the Residual Network (ResNet) [16] which is heavier than PvaNet but achieves greater accuracy. The Visual

Geometry Group Network (VGGnet) [48] for the same purpose has been used in, though it was found to be a

heavy network. Undoubtedly, these approaches produced good results but at the cost of increased computations,

which is not suitable for edge devices [39]. The goal is to reduce the model complexity to make it suitable for

edge devices [38, 41]. Hence, it is worth exploring and working on deep learning model reduction methods to

achieve a good performance along with lightweight as well as a compact model for the assistive devices [36, 55].

This paper introduces a method that has been developed for a lightweight model that can perform text detection

and extraction using quantization [20]. Dice loss [54] has been used instead of binary cross-entropy loss to improve

the performance and the hyperparameters have been adjusted before and during the training. Quantization has

been performed on the resultant model with two precisions, i.e. loat16 and int8. Then the inference results have

been re-evaluated on the default (loat32) and both quantized models. One more method, i.e., hybridization, was

performed by combining ResNet50 and MobileNetV2. Although the accuracy was not improved, the size of the

hybridized model was reduced to almost 50%.

• Scene text detection has been performed in this paper as it is challenging due to several environmental

limitations, such as illuminations, lighting conditions, tiny and curved letters, etc.

• A novel lightweight model has been developed for text detection and extraction on scene text datasets where

ICDAR2015 and ICDAR2019 have been used for training. ResNet50 and MobileNetV2 have been used as the

backbone of the proposed model, along with dice loss for training.

• The model’s size has been reduced using quantization in the proposed model to make it lightweight, which

makes it apt for deployment onmobile devices. A hybridized model has been computed by combining ResNet50

and MobileNetV2. The size of the hybridized model was reduced to almost 50% with a decrease in the accuracy.

• The performance analysis of the proposed model has been done using the ICDAR2019 test dataset along with

real-life images captured by using the developed prototype of a smart cane.

The remaining paper is organized in the following manner: section 2 examines the related work of scene text

detection, section 3 presents the proposed technique and describes the quantization process, in section 4, the

comprehensive experimental data have been reported, and section 5 presents the summary and conclusion.

2 RELATED WORKS

Many researchers in the past decades have adopted text detection. The researchers, including deep learning

techniques, have used diferent methods. The papers relevant to this work has been discussed in this section.

Zhou et al. [61] proposed a pipeline named EAST to cope with diicult scene text situations. This approach

predicts arbitrary forms and quadrilateral shapes in an image through a single neural network. The proposed

method achieved an F1 score of 0.7820 on the ICDAR 2015 dataset and an F1 score of 0.7820 on the COCO-Text and

MSRA-TD500 datasets. Liu et al. [33] created an end-to-end trainable network for text detection and identiication

called Fast Oriented Text Spotting (FOTS). The indings show that the suggested technique outperformed the

state-of-the-art methods utilizing the ICDAR 2015, ICDAR 2017 MLT, and ICDAR 2013 datasets. On ICDAR 2015,

the text detection task outperformed the prior approach by more than 5%. Long et al. [35] proposed a technique
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called TextSnake, to solve the real-world diiculties of previous methods while handling considerably more free-

form text examples, such as curved text. It has efectively represented the texts in horizontal, vertical, and curved

forms. It has achieved comparable performance on Total-Text, SCUT- CTW1500, ICDAR 2015, and MSRA-TD500

datasets. In terms of F-measure, it outperformed the baseline by more than 40% on Total-Text. TextBoxes is an

end-to-end trainable brief scene text detector that is reliable. It eiciently identiies arbitrary-oriented scene text

in a single network forward pass, as described by Liao et al. [27]. On the ICDAR 2015 and COCO Text images

datasets, F1 scores of 0.817 and 0.5591 has been achieved, respectively.

Juang et al. [23] included afective computing into a 3D guidance system designed for a real-world campus

using eye-tracking technologies. The interest region embedded in the environment has been used to analyze

the user’s gaze position and recognize the attention and emotion [1, 14, 47]. The feedback content relects the

area related to the emotion. Jiang et al. [22] created an object tracking framework based on event count images

from an event camera to alleviate the lost-track issue caused by fast light changes in High Dynamic Range (HDR)

settings, such as tunnels. The detector uses pre-labelled data during training, but erroneous or missing detections

have been observed. The tracker produces consistent results for each initialized object, although drifting issues

and failures have been detected. Jeon and Jeong [21] have proposed a compact and accurate scene text (CAST)

detector to overcome the problems of computationally expensive models while maintaining high accuracy [2]. A

balanced decoder has been carefully constructed instead of utilizing typical convolutional layers as decoders.

Its performance has been found to be 1.1 times poorer in terms of F1 score but 30-115 times better in terms of

FLOPS. Subedi et al. [53] has proposed a low-cost, high-performance OCR system that uses the most miniature

embedded developer kit.

Zhang and Feng [60] have concentrated on Chinese text detection and recognition since there has been less study

on this topic than there has been on English text detection and recognition. The feature extraction network has

been switched from PvaNet to ResNet50 and MobileNet V2 to improve the sensing ield of the EAST method. It

improves the network’s depth, allowing more features to be retrieved. Dasgupta et al. [8] have concentrated on

text identiication in the wild since there have been numerous issues with wild scene texts, such as occlusions,

changing sizes, and orientations. A fully convolutional neural network has been developed in [29] with a

unique feature called the Feature Representation Block (FRB) that performs superior information abstraction.

Other benchmark datasets, such as ICDAR 2015, ICDAR 2017 MLT, COCO-Text, and MSRA-TD500 have been

used to evaluate this method and substantially improve the results. He et al. [17] have proposed a two-stage

architecture for real-time multi-scale scene text recognition. The irst step is a new Scale-based Region Proposal

Network (SRPN) that eiciently localizes texts from various sources. The second stage is a fully convolutional

network-based scene text detector containing text terms from the irst stage’s suggestions. On the ICDAR2015

dataset, this technique received an F1 score of 85.40% at 16.5 frames per second. Liu et al. [31] have combined

visual and text attention and developed a dual attention network [43] for image caption generation. They have

used a fully convolutional network for image tag and fuse tag generation to train the model.

Ghosh et al. [13] has created an automated approach for identifying human behaviour based on a few handwritten

lower case English characters from a to z. Loops, cursive, straight lines, slants, stroke thickness, and contour

forms, among other structural elements, have been extracted using the suggested technique. Wu et al. [57] have

developed a novel region reinforcement network to establish a relation between image and text. The experiments

were conducted on MSCOCO and Flickr30k datasets to verify the efectiveness of this method. Xu et al. [59] have

used structural information, such as poses to identify the location of texts.

Daldali and Souhar [7] have used the grayscale image as input data, resulting in superior outcomes when

extracting handwritten text lines without the requirement for a binary representation of the document image. On

testing with a public database of 123 handwritten Arabic manuscripts, the line recognition score was 97.5% with

a matching score of 90%. Revanasiddappa and Harish [45] has introduced a new feature selection technique for

text classiication [52] based on Intuitionistic Fuzzy Entropy (IFE). The IFCM clustering technique has been used
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to calculate the intuitionistic membership values. Compared to other well-known feature selection methods, the

proposed method yields good results. To identify an appropriate approach of feature extraction, Boulid et al. [5]

employed Arabic characters [51]. Both the strategies are based on two diferent visions: one portrays the image

in terms of pixel distribution, while the other explains it using local patterns.

Jacob et al. [20] have developed a quantization technique that allows inference to be performed using integer-

only arithmetic, which can be implemented more efectively on resource-constrained devices. The resulting

quantization method improved the accuracy-on-device latency trade-of. Wu et al. [56] have reviewed the

mathematical elements of quantization parameters. The focus areas have been those quantization methods

that the processors can accelerate with high-throughput integer math pipelines. A solution to the problem of

accomplishing fully end-to-end quantization utilizing limited bandwidth, such as 4-bit and using quantized

networks to object recognition has been presented by Li et al. [26]. They discovered that these issues emerge due

to instability during the quantization process’ ine-tuning step, and they ofered new ways to address these issues.

The impact of pruning a neural network on its size and accuracy has been demonstrated by Liebenwein et al.

[28]. This entails removing duplicate parameters and retraining the goal of maintaining accuracy. According to

the indings, the pruned model approximates the unpruned model with a considerable loss in accuracy. Cygert

and Czyzewski [6] has discussed model compression [10] strategies and how to minimize the computing cost

of a model while maintaining accuracy. They demonstrated the compressed model’s susceptibility to additive

noise and corruption. The proposed data augmentation, which has been shown to improve model resilience,

even in extremely compressed models. Proportionate Data Analytics (PDA) for heterogeneous healthcare data

stream processing has been employed by Gao et al. [12] to construct Internet of Things (IoT) aided healthcare

systems [3]. The categorization has been simpliied using linear regression to distinguish errors from variations

over time periods.

A variety of methods have been adopted in all these papers mentioned above, but they have only focused

on improving the accuracy. Only a couple of papers focus on reducing the computations to make the model

lightweight. However, the proposed model is accurate as well as eicient. Thus, it bridges the gap pointed above.

3 METHODOLOGY

The proposed method has ive phases, as mentioned in Fig. 2. Firstly, the dataset has been prepared for training,

followed by backbone selection for model training. Text detection is performed, followed by text recognition

using the proposed architecture.

   Dataset

Preparation

   Hyperparameter

          Tuning

   Backbone 

   Selection

  Text Detection

           and 

     Recognition

Model Training

         and 

  Quantization

Fig. 2. Steps for implementation of experiment

3.1 Dataset Preparation

In this experiment, public test datasets have been used, which are ICDAR2015 [24] and ICDAR2019 [42] dataset.

The ICDAR2015 dataset contains 1000 and 500 samples for training and testing, respectively. It’s also annotated

on a word-by-word basis, and all of the images are the same size, at 1280 ×720 pixels. ICDAR2019 consists of

ten languages: Arabic, Bangla, Chinese, Hindi, English, German, Italian, Japanese, and Korean. For training and

testing the model, the ICDAR2019 dataset has been used. The ICDAR2019 dataset has 10,000 scene sample images

in its training set, each with its own ground truth ile giving a set of bounding box coordinates for each text word

ACM Trans. Asian Low-Resour. Lang. Inf. Process.
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Feature Extractor

         Stem

Base Network

   ResNet50

3*3, 32

Feature Merging

         Stem

3*3, 256

1*1, 256

concat

Unpool, *2

3*3, 256

1*1, 256

concat

Unpool, *2

1*1, 1

Text Boxes

1*1, 4

1*1, 1

Text Rotation Angle

RBOX Geometry

Sampling-1, 512, /2

Sampling-2, 256, /2

Dice Loss

Normalized L1

        Loss

Step 1 Step 2 Step 3

Score  Map

Fig. 3. Architecture of EAST text detection model

in the image. Because the resolutions of the photos in both datasets luctuate, the size of each image should be

equal. For the proposed model, a long-size-based picture scaling method has been used. The ICDAR2019 dataset

includes 720×1280 long-side images, respectively, after resizing.

3.2 Backbone Selection

As discussed above, the ResNet50 model has been used as the backbone network of the text detection algorithm

in this experiment. Before the development of ResNet50, the depth of neural networks was quite limited. The

gradient descent problem occurs when a network is deepened in a deep neural network. As a result, ResNet50

was ofered as a solution to the problem of network deterioration [25]. Let x be the input for the convolution

layer, where H(x) is recorded as the learned feature. It should be able to learn the residual F(x) = H(x) - x, resulting

in the initial learning feature being F(x) + x. The parameterWs inluences the value x in the eq. (1) such that the

output forms are the same. The formula for the residual unit is as follows:

y = F(x, Wi) + Wsx (1)

Here, y is the output, x is the input to the convolution layer,Ws andWi are hyper parameters

3.3 Hyperparameter Tuning

The initial learning rate has been set to the value of 10−4. Total 50k iterations, the model has been trained. L2

regularization with a 10−5 weight decay has been used. For the model training, a batch size of 16 was used. Batch

Normalization (BN) has been implemented with γ = 1 and β = 0 for better results [19].

ACM Trans. Asian Low-Resour. Lang. Inf. Process.
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3.4 Model Training

The three phases of the EAST model used in the experiment are feature extraction, feature merging, and an

output layer with score map generation, as illustrated in Fig. 3.

Feature Extraction: ResNet50 model has been used as a backbone of this detection algorithm which generates

feature maps at diferent scales. Combining these feature maps with pool-based feature maps reduces the number

of calculations. Shallow features can only detect tiny texts, but in-depth features can locate target texts. So, the

need is to extract the deep features from images containing text information.

Feature Merging: The four convolution layers’ output is f1-f4, with f1 being the irst feature fusion layer’s input.

The expanded dimension is fused with the output f2 of the third convolution layer after it has been upsampled.

The goal of feature upsampling is to increase the dimension of the feature map to match the size of the top layer’s

feature map, which will aid feature fusion upsampling in the future.

Upsamplinд (дi) = upsampling(hi) (2)

Here, gi is the intermediate layers and hi is feature merging part

n * n * 32 1 * 1
Sigmoid

*

m

Fig. 4. Process of calculating confidence

Output Layer: The conidence, coordinates, and rotation angle of the detection box are all contained in this layer.

The conidence value is determined by applying a convolutional operation to the kernel of 1 × 1, this yields a 1D

vector, which is subsequently processed using a sigmoid function, as illustrated in Fig. 4 and eq. (3) on input (x).

σ (x ) =
1

1 + e−x
(3)

Here, x is the input and e−x is the exponent of -x

The feature map’s output is generated by the feature merging layer’s convolution operation using four 1 × 1

convolution kernels. After that, the sigmoid function receives these four kernels. The inal result is magniied 512

times, and the four text detection box coordinates are produced as illustrated in Fig. 5. The rotation angle of text

is calculated using eq. (5).

outputa = siдmoid (outputb) (4)

n * n * 32

1 * 1

Sigmoid

*

1 * 1

1 * 1

1 * 1

*512

m m*512

Fig. 5. Process of feature merging
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anдle (θ ) = (outputa − 0.5) ∗
π

2
(5)

Here, outputb is the intermediate output, and sigmoid is the activation function applied to it

For this experiment, two methods for loss calculation, dice loss and cross-entropy, have been used. Initially, the

cross-entropy loss was used as it is the standard method for segmentation. Later, after analyzing the results, dice

loss was preferred as it performs well for both balanced and imbalanced datasets. It considers both losses, locally

and globally, which is important for improving accuracy. The total loss function Ltotal is the combination of score

map loss (Lscore) and geometry loss (Lgeo). The score map is the loss in predicting the score map of detection boxes,

and the loss encountered during the generation of text geometry for both small and large text regions is called

geometry loss.

Ltotal = Lscore + λLgeoLgeo (6)

Here, Lscore is the score map loss, Lgeo is the geometry loss, λLgeo is a regularizer that ranges from 0 and 1. The

relative importance of Lgeo is adjusted using this parameter. λLgeo=1 has been set in this experiment as it is the

standard value

Algorithm 1 Text Detection and Extraction

Input: The ICDAR2015 and ICDAR2019 dataset has been used

Output: Text is detected and extracted (bounding boxes and texts)

1: for image(i) do

2: f1-f4 = conv (feature_extractor (i)) using eq. (1)

3: intermediate_out = feature_merging (f1-f4)

4: output = (Upsampling (gi) intermediate_out) using eq. (2)

5: 1D vector = 1 × 1 conv (output)

6: Conidence (D), coordinate (C) and rotation angle (θ ) calculated using respective eq. (3), (4) and (5) and

loss function from eq. (6)

7: inal_bounding_box = nms (startx, starty, endx, endy)

8: Extracted_Text = Extraction (inal_bounding_box)

9: end for

3.5 uantization

It is vital to lower the size and computational complexity of models when they migrate from servers to the

edge. Quantization, which substitutes loating points with integers inside the network, is a unique and exciting

approach. Quantization’s core premise is that by converting weights and inputs into integer types, a speciic

technology may save memory and speed up calculations. However, there is a cost will occur that quantization

can result in considerable accuracy loss. It has been observed that quantization is mostly accomplished through

operations. There are more options than going from loat32 to int8, such as going from loat32 to loat16. These

loaring points can also be mixed, for example, Matrix multiplications can be quantized to int8, whereas activations

can be quantized to loat16.

A approximate estimate is quantiication. The lesser the performance deterioration, in general, the closer the

approximation. Converting everything to loat16 will save half the memory and possibly not lose much accuracy,

but there will be no speed advantage. Quantifying using int8 can result in much faster inference, but the

performance will almost likely be poorer. In other circumstances, it may not even work, requiring quantization-

aware training. Quantization can be done in two diferent ways:

• Post-training: After the model has been trained with loat32 weights and inputs, the weights are quantized.

Its key beneit is that it is simple to use; but, accuracy may be reduced.

ACM Trans. Asian Low-Resour. Lang. Inf. Process.
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• Quantization-aware training: When training, keep track of the weights. The quantized weights’ gradients are

also computed here. This produces the greatest results when using int8 quantization, however it takes longer

than the other option.

3.6 Text Detection and Recognition

This approach extracts [30] shared convolutional features from an input picture using a shared backbone. Let us

assume x as an input image, where the shared feature maps may be represented as I ∈ x h*w*d . Here h denotes the

height, w denotes the width and d denotes the channel number of I. As illustrated in eq. (7), the detection module

accepts I as an input and predicts the location of text areas.

B, D = TextDetection(I) (7)

Here, I is the number of channels, B = (b1, b2,...,bm) which is a set of m bounding boxes and bi= (xmin, ymin, xmax,

ymax). Along with the bounding box coordinates, it also outputs the conidence score as D = (d1, d2, ..., dm) for m

detections. Afterwards, the text recognition module uses pytesseract [50] to extract a sequence of characters

from the previously detected text regions

4 PERFORMANCE ANALYSIS

The model’s performance was assessed using several criteria, including precision, recall, f1 score, and inference

time.

4.1 Experimental Setup

An Intel Xeon Central Processing Unit (CPU), 128 GB random access memory (RAM), and a single GTX TITAN X

has been used throughout this work for experiments. Ubuntu version 18.4 LTS has been used as the primary

operating system to conduct the test. The main programming language to train the model is Python 3. The

installation of Anaconda for Ubuntu 18 Python 3.7 has been done to use Cuda. The precision, recall, F1 score,

inference time, and FLOPS have been used to compare all trials. The recall is the measure of the model successfully

detecting true positives, whereas precision is the ratio between true positives and all positives. The harmonic

mean of accuracy and recall is used to get the F1 score. The inference time is when it takes to infer a picture

in milliseconds (ms). FLOPS measures a computer’s performance useful in scientiic calculations that require

loating-point operations.

4.2 Training Details

EAST text detector is used as a deep learning model with ResNet50 as a backbone that is pre-trained on ImageNet

data for training the proposed model. For 50k iterations, the model is trained. L2 regularization with a 10−5

weight decay has been used. For the training, a batch size of 16 was used.

4.3 Results Discussion

The proposed technique is compared to numerous state-of-the-art text detection algorithms to compare their

performance to analyze its improvement over the existing developed models. The indings are compared using

metrics like Hmean, accuracy, recall, size, inference time, and FLOPS. Gnuplot software is used to generate

graphs and curves based on testing results. It is a command-line, and graphical user interface application for

plotting functions, data, and data its in two and three dimensions. The detection performance of the proposed

model is tested on the ICDAR2019 dataset and reported qualitatively in Fig. 6. The true positive words indicating

correctly identiied are bounded by green colour rectangle boxes. The results have been analyzed for 5 Asian

languages out of total 10 languages, which are English, Hindi, Bangla, Chinese, and Arabic. The model is correctly

ACM Trans. Asian Low-Resour. Lang. Inf. Process.
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(a) (b)

(c) (d) (e)

Fig. 6. Detection performance of model on ICDAR2019 test dataset for diferent languages (a) English (b) Hindi (c) Bangla (d)

Chinese, and (e) Arabic

able to localize texts in diferent colours and backgrounds of these 5 languages. The qualitative measurement

of end-to-end performance is presented in Fig. 7. The model can correctly detect and recognize words from

non-complex images which are easily readable. On the other hand, the model’s performance is compromised on

complex images due to various environmental conditions, such as illuminations, colour efects, etc.

In Table 1, the existing methods where EAST has been used for eicient text detection are compared with the

proposed method. The initial EAST model has PvaNet as the backbone which is replaced with other backbones,

such as VGG16, MobilenetV2, EicientNet, and ResNet, etc. for better eiciency. In Figs. 8 and 9, the experimental

results done on ICDAR2019 dataset with two variants which contains multi-lingual sample. Initially, the model

is trained using all the 10 types of language sample but the Hmean is observed to be low. After which, 5 Asian

language samples are chosen for model training out of 10 which are English, Hindi, Bangla, Chinese, and Arabic.

The reason behind choosing the ive Asian languages out of the 10 and performing the experiment on it is to focus

on those languagess which are low-level or which are used in Asian countries. The ICDAR2019 has only these

Asian language data which is chosen for the region-speciic experiment. The Hmean is observed to be around

ACM Trans. Asian Low-Resour. Lang. Inf. Process.
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(a) (b)

(c) (d)

Fig. 7. End-to-End performance on ICDAR2019 and real-time dataset (a) Non-complex sample (b) Complex sample (c)

Non-complex sample, and (d) Complex sample

Table 1. Result of EAST models with diferent networks on ICDAR dataset

Paper Year Precision Recall Hmean Network

EAST [61] 2017 83.57 73.47 78.20 PvaNet

EAST [61] 2017 - - 76.40 VGG16

CAST [21] 2020 83.20 74.65 78.66 MobileNetV2

Low-Cost OCR [53] 2020 6.11 9.94 7.37 EicientNet

Proposed (ICDAR2015) 2021 84.61 77.27 80.78 ResNet

Proposed (ICDAR2019) 2021 81.26 75.45 77.89 ResNet

ACM Trans. Asian Low-Resour. Lang. Inf. Process.
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Fig. 8. Result of EAST models with original ICDAR2019 dataset
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Fig. 9. Result of EAST models with custom ICDAR2019 dataset

79.60 for original ICDAR2019 as shown in Fig. 10 and slightly better for 5 chosen languages of ICDAR2019, which

is good enough for experiment but not for real-time usage. As the backbone of the model has such a large impact

on the model’s eiciency, it’s critical to pick it intelligently. With the increase in conidence or threshold value

of the classiier, which is 0.5, accuracy increases and recall drops, while the F1 score tends to luctuate around

constant values. In Fig. 11(a), the loss encountered during the training process are plotted. It can be observed that

the initial loss is quite high which eventually decreases in increasing the number of epochs. In Fig. 11(b), the

precision-recall curve is plotted between precision (y-axis) and recall (x-axis). A good performance model should

have its precision-recall curve closer to its top-right corner.
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Fig. 11. Performance evaluation graphs on ICDAR2019 dataset (a) Loss per epoch during training and (b) Precision-recall

curve

The model that is built after training must be frozen before it can be used. The act of recognizing and preserving

all of the necessary items (graphs, weights, and so on) in a single, easily accessible ile is known as freezing.

Because edge devices have limited memory and compute power, a variety of optimization strategies may be

used to make the model lighter and more suited for deployment on them. The default precision of the frozen

model is loat32, and the size of the frozen model is 96MB. The inference time is observed to be 0.64 seconds.

Quantization [20] reduces the size of the model, but at the price of accuracy. It works by lowering the accuracy
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of the numbers used to represent the parameters of a model, which are typically 32-bit loating integers. This

reduces the size of the model, allowing for quick calculation. The precision is converted from loat32 to loat16

and int8 by applying quantization. The size of the original model is reduced to 50% and 25% after loat16 and int8

precision, respectively, as shown in Table 2. The inference time is also reduced to 0.45 seconds after conversion

into loat16 accuracy. But, the inference time is increased to 20 times when the model is converted into int8

precision. During inference, the operations get converted from loat to int, which may be the reason behind the

increase in inference time.

Table 2. End-to-End Result of quantization of proposed model trained on ICDAR2019 dataset

Model (Type Precision) Size Inference Time

Float32 96 MB 0.64sec

Float16 43 MB 0.45 sec

Int8 25 MB 23.14 sec

The model’s performance is not degraded much when quantized from loat32 precision to loat16 precision.

However, when the model is quantized from loat32 precision to int8 precision, the performance is signiicantly

degraded. Although the size is also reduced, it is unsuitable for real-time usage due to lower accuracy. Therefore,

the model with loat16 precision is used to achieve an eicient and accurate performance. The same can be

observed from the results obtained for detection, where it was found diicult to detect and extract texts from

complex images.

Table 3. Result of inference of diferent methods using ICDAR dataset

Paper Year Hmean Inference Time FLOPS

PixelLink [9] 2018 83.70 1890msec (CPU) 650.2G

FOTS [33] 2018 87.99 133msec (GPU) -

TextBoxes++ [27] 2018 82.90 435msec (GPU) -

TextSnake [35] 2018 82.60 909msec (GPU) -

CRAFT [4] 2019 86.90 42660msec (CPU) 1023.9G

CharNet [58] 2019 90.97 1230000msec (CPU) 2402.9G

CAST [21] 2020 81.06 352.90msec (CPU) 20.8G

Proposed (MobileNetV2) (ICDAR2015) 2021 74.50 350msec (CPU) 21.2G

Proposed (ResNet50) (ICDAR2015 ) 2021 80.78 420msec (CPU) 6G

Proposed (ResNet50) (ICDAR2019 ) 2021 77.89 425msec (CPU) 11G

To analyze the performance of the proposed method on resource-constrained devices, the inference is performed

on the CPU. The results are summarized in Table 3. Two backbones are used during the experiment which is

MobileNetV2 and ResNet50, but the performance of the model trained using the MobileNetv2 backbone is not

good enough to be used in real-time. Hence, the model trained using the ResNet50 backbone is preferred for

further experiment. PixelLink [9] and CRAFT [4] are 4-110 times slower than the proposed technique in terms of

inference time and 50-75 times slower in terms of FLOPS. The accuracy achieved using CharNet [58] was one of

the highest, but it is also the most ineicient method among all other methods discussed. The inference time is

computed on GPU in FOTS, TextBoxes++, and TextSnake. The accuracy of the proposed method is almost the

same as of CAST [21], the inference time is slightly higher than CAST, but the number of FLOPS is three times

lower than CAST. The proposed technique signiicantly reduces inference time compared to all other methods.
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Table 4. Analysis of Recognition Result

Word Accuracy Character Accuracy

Complex (C) Non-Complex (NC) Complex (C) Non-Complex (NC)

62% 80% 68% 88%

To meet the current industry requirement, it is necessary to focus on the real-time usage of the model along

with its performance. It meets the requirement of a good performance model with limited memory usage for

deployment on edge devices like Jetson NANO. Thus, it can be deployed and used in the mobile environment and

edge computing.

The recognition results of the proposed model is analyzed on the ICDAR2019 test dataset and a set of real-life

images. The samples are categorized into two categories: complex images that are denoted by C and Non-complex

images that NC denotes in Table 4. The images with no illumination problem and which do not contain small texts

are put into the non-complex category, and the vice-versa are put in the complex category. It has been observed

that non-complex images have better recognition results than complex images. Also, the word-level accuracy is

a bit compromised than character-level accuracy. Although the model’s size is reduced and it has been made

computationally inexpensive, the accuracy still needs to be further improved. The quantization process lowers

the accuracy to a certain extent. It performs well for non-complex images where texts are clear and where there

are no lighting issues. But, it would be nice if the model performs the same way in a challenging environment.

5 CONCLUSIONS AND FUTURE WORK

In the era of edge computing, it is a necessity to have lightweight software that requires limited resources, such

as memory, processing power, power backup, etc., for real-time usage. Scene text detection is the technique of

detecting words from scenic images. This paper is focused on solving two major challenges, namely scene text

detection and quantization, in the ield of deep learning and computer vision. Here, a lightweight deep learning

model has been developed for scene text detection using the ResNet50 backbone. The proposed model has been

quantized to make it lightweight by converting the default precision from loat32 to loat16 and int8, and it

is more eicient and efective in size, computation time, and FLOPS. The proposed model outperforms some

state-of-the-art approaches by 30 to 100 times in terms of the size of the model. The performance of the model

has a balance of accuracy and eiciency, developed using the ICDAR2019 dataset, which contains samples of

10 diferent languages. In the context of mobile devices, there is plenty of space for this notion to grow. In the

future, the proposed scheme can be extended using hybridization of two or better performing models to improve

its performance. Moreover, various other languages can be tested for making them available to a wide range of

users.
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