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Abstract

In recent years, Internet of Things (IoT) systems have changed the way we live, work

and do businesses in many areas, even those that until recently seemed unlikely. Some

areas that can benefit from their application are, among others, healthcare, smart cities,

industrial automation, smart agriculture, intelligent transportation systems, smart logis-

tics, and emergency response. This research work proposes a novel alternative that

allows the creation of IoT systems capable of making remote changes in devices' com-

munication in a fast and agile manner. Our proposal gives way to some of the most com-

mon changes in communication made during the development and maintenance phase

in IoT systems, like changing the destination of data transmission, sending the data to

multiple destinations, and changing the frequency of sending data. Our solution, which

is used in the programs, is loaded on the device. When the device starts, it connects to a

configuration server in the background and listens for changes. The changes are sent to

the configuration server using specified commands. When a change is detected, the

command is processed, and the change in communication is applied without stopping

the running program. We designed experiments to evaluate the complexity of the pro-

grams developed using our proposal and the actions needed to make a change.
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1 | INTRODUCTION

In recent years, Internet of Things (IoT) systems have changed the way we live, work and do business in many areas, even those that until recently

seemed unlikely. These IoT systems are defined as the interconnection of devices sensing and actuating with the real world, providing the ability

to share information and coordinate themselves to carry out tasks (Gubbi et al., 2013; Kumper & Tonjes, 2011). Some areas that can benefit from

their application are, among others, healthcare, smart cities, industrial automation, smart agriculture, intelligent transportation systems, smart

logistics, and emergency response (Kumar et al., 2020; Razzaque et al., 2016; Zhang et al., 2016). However, the number of fields that can accom-

modate an IoT solution is vast and continues expanding as more devices achieve internet connection capabilities. By 2020, more than 50 billion

devices are expected to be connected to the Internet of Things (García et al., 2019; Vaquero & Rodero-Merino, 2014).

IoT Devices usually obtain data from their near environment using the sensors. Devices also can perform actions using actuators like relays. In IoT

systems, devices are distributed to networks to exchange data and perform tasks together. Communication between devices and services is one of the

key points of IoT systems. However, when the number of devices and services increases, so does the difficulty of making changes in communications.
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In many cases, IoT systems are made up of many small-scattered devices. Because of that, some modifications may involve many updates.

For example, if it is required to change the IP of the centralized service, developers might have to update the software of devices. Despite the

potential benefits of using IoT devices, the uptake by the industry of innovative large-scale sensor/actuator applications is slow. One of the main

reasons is the lack of built-in support for the maintenance of such devices. Although the standards provide many options to configure network

protocols, it is difficult to change the configuration settings at run-time; this implies that the entire network needs to be reconfigured offline if

changes are required (Ruckebusch et al., 2016). Due to this, it is interesting for developers to make changes in communication in an efficient man-

ner from the start of the software's development for those devices. Those changes could bring advantages to the developers in different phases

of the design and implementation of the IoT system, such as the ability to get rapid prototyping and deploy alternatives to find the most suitable

one for the system's needs. IoT systems can be based on many communication topologies, like client–server, trees, meshes, P2P, etc. In many

cases, IoT systems are innovative solutions, but the creation of the system carries a high degree of uncertainty and restrictions, so it is often nec-

essary to try different approaches and architectures to find an appropriate way to create the IoT system.

The complexity of the software in IoT devices could be very low as these devices usually do not require doing complex tasks. For example,

some devices are limited to getting data through a sensor and sending it to a server. However, the complexity of the device software could be

conditioned by a few factors, like the programing language, the code length, and the structure and particularities of the framework used to access

the device's hardware and communications (Antinyan et al., 2017; Espada et al., 2015). IoT tends to have some uncertainty, and writing less lines

of code enables programmers to make more effective changes, which allows them to test more alternatives and choose the one that's most suit-

able for their needs (Chiang & Lu, 2011; Mukhtar et al., 2009).

Another critical aspect of making changes when the system is already running is system downtime. Applying the changes could require stop-

ping the current program and executing the new one. This process is slower when the new software must be sent remotely to a device, such as

an Over-the-Air (OTA) update. Because of this, there is some time when the device is neither collecting nor sending the sensor data. For example,

for a power plant, collecting and analysing this data is critical to safely manage the plant and avoid potential important data loss.

Nowadays, there are certain alternatives to resolve the problem of remotely reconfiguring some aspects of IoT devices. Some of the most

common alternatives can be grouped in the following categories:

• Devices consulting its communication parameters from external services. In this category, we can include services like Firebase Remote Config.1

This involves developing the software in a specific and slightly more complex way so that it integrates with the remote configuration service.

The main disadvantage of these services is that they enable little changes in the configuration parameters.

• Devices which use software modular software. Some examples could be the node-supervisor2 or hotswap3 node module. These solutions also have

some downsides. Node-supervisor restarts the program when one of the files it is watching changes. On the other hand, hotswap reloads the

modules when it detects a change without stopping the program. However, in this case, the programs must be done in modular way, forcing

the developer to foresee all possible future changes and maintaining the modules small because reloading bigger modules can cause some per-

formance issues.

• Devices managed by an IoT platform that uses a proxy or a gateway server. Some examples of these platforms could be Ruckebusch et al. (2016)

and Jin and Kim (2018). These kinds of platforms tend to need a big architecture setup.

• Full or partial software update based on OTA (Over the Air update). Although there are some solutions that try to minimize the size of the update

(Mukhtar et al., 2009) or (Chiang & Lu, 2011), many OTA updates still need to restart the device in order to apply the update.

The main objective of this research work is to provide an alternative that leads to the creation of IoT systems capable of making remote

changes to devices' communication in a fast and agile way. This will allow some of the most common changes in communication to be made dur-

ing the development and maintenance phase in IoT systems, like changing the destination of data transmission, sending the data to multiple desti-

nations, and changing the frequency of sending data. To be considered appropriate, the solution should comply with the following aspects:

• The complexity of implementing software capable of remote configuration must be reduced, not involving highly additional costs for devel-

opers compared to developing an IoT software without this feature.

• The cost and complexity of doing a change in a device communication configuration must be reduced. Developers should be able to make

changes quickly and efficiently compared to current alternatives for making changes in IoT devices software.

• Finally, the proposal should minimize the time that the IoT device is off or not working correctly after making a change in communication. In

most IoT systems, it is common that after a change or update in the device software, it remains inactive for a while. This inactivity time must

be short. It could be critical for many IoT systems because they could lose relevant data during this time.

The remainder of this paper is structured as follows: Section 2 presents the background and related work on software update problems on

IoT devices in literature. Section 3 describes the proposed solution. Section 4 describes some use cases of the proposal. Section 5 describes the

evaluation process and the obtained results. Section 5 concludes the study and proposes future works.
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2 | BACKGROUND

A microcontroller is a single integrated circuit that, as a minimum, contains the necessary elements of a complete computer system and can con-

tain additional peripheral modules, such as serial and timer units. A microcontroller must have more than just a CPU, a program, and a data mem-

ory to be able to solve real-world problems. In addition to that, it must contain hardware allowing access to information from the outside world.

Once it gathers information and processes the data, it must also be able to affect change on some portion of the outside world (Bannatyne &

Viot, 1998).

There are hundreds of different microcontrollers with a variety of features. Some examples of those are Siemens S, Mitsubishi FX, Kunbus

PR, Arduino, Raspberry Pi, and Intel Galileo (Al-Fuqaha et al., 2015; Singh & Kapoor, 2017). They usually fashion an array of GPIO (General Pur-

pose Input/Output) pins to allow them to connect peripherals.

These microcontrollers are the fundamental basis for the next step in the ladder: smart objects. Smart objects are autonomous physical/digital

objects augmented with sensing, processing, and network capabilities. They carry chunks of application logic that let them make sense of their

local situation and interact with human users. They sense, log, and interpret what is occurring within themselves and the world, act on their own,

intercommunicate with each other, and exchange information with people (Kortuem et al., 2010).

Smart objects can be very different and can be classified in many different ways, based on various features like computing capacity, communi-

cation skills, intelligence level, and purpose (Razzaque et al., 2016).

Managing IoT devices, especially if its number is high, entails some challenges like heterogeneity, scalability, interoperability, security, and pri-

vacy (Sarkar et al., 2015). Also, there is a lack of build-in possibility to reconfigure the device dynamically without shutting down the device

(Ruckebusch et al., 2016). There are many commercial IoT management platforms like Balena.io,4 Thethings.io, Cloudino,5 Google Cloud IoT

Core,6 Microsoft Azure IoT Central7 and AWS IoT Device Management.8 These platforms allow adding or removing devices and have configured

OTA updates. There are also other services like Firebase Remote Config (Alsalemi et al., 2017) that enable setting some specific application

parameters on the cloud and offers an API to update those parameters in the application if they change on the cloud. Some research works focus

on changing some specific configuration parameters in medical devices (Barron-Gonzalez et al., 2013; Barron-Gonzalez et al., 2014; Kumper &

Tonjes, 2011), in home devices (Nikolaidis et al., 2006), or in remote controls (Seo et al., 2013). There are also AT commands for configuring WiFi

routers and Bluetooth devices.

There are many solutions based on OTA updates that try to eliminate or minimize some negative aspects of these updates. Some propose

updates based on diff (Chiang & Lu, 2011; Mukhtar et al., 2009) to minimize the size of the update that get sent. Others reduce the time offline

(Chang et al., 2013; Jurkovi�c & Sruk, 2014) or energy consumption (Jurkovi�c & Sruk, 2014). Some solutions focus on heterogeneity (Jin &

Kim, 2018) and open standards (Dalipi et al., 2017). Some proposed solutions use Proxy to reinforce security (Su et al., 2020) or to analyse the

network traffic (Kayode & Tosun, 2019).

There are different alternatives in terms of topology and communication patterns of IoT devices. Some research works use a central gateway

or Proxy to manage the IoT devices network. These solutions enable dynamic adding and removing of IoT devices and also modification of some

communication parameters (Dalipi et al., 2017; Ruckebusch et al., 2016). The most common update mechanism using that approach consists of

installing the update on all the devices registered in the gateway. Other researchers present a more decentralized approach. Some enable the

simultaneous updates of multiple distributed nodes involved in a running service to prevent mismatching communication (Weisbach et al., 2017).

Others focus on node failure tolerance, basing their solution on moving the aspect of the update process to the devices and leaving the central

server only responsible for indicating when the updates are available (Kolomvatsos, 2018; Raptis et al., 2018).

As IoT systems bring many challenges (Sarkar et al., 2015), one important aspect when working with IoT Systems is fast and efficient

prototyping. Some research works that try to reduce development time by unifying the access to the most common IoT features (Datta &

Bonnet, 2016), abstracting the business logic so that it can be written only once for different devices (Lee et al., 2017), using containers (Mazzei

et al., 2016) using a macro programming framework (Patel & Cassou, 2015) and graphic programming languages (Kikuchi et al., 2018;

Nepomuceno et al., 2018).

3 | PROPOSED PLATFORM

This research work proposes a new library, which can be used in the device software. This library allows modifying dynamically the communica-

tion characteristic of the software executed on the device without altering the software code. This library can be used as a standard library to

send requests over the Internet and allows developers to change dynamically and quickly some of the main aspects of the communication,

such as:

• Changing the destination IP of the requests

• Allowing resending requests to other devices or servers, in addition to the main destination

MATEUSZ CIOK ET AL. 3 of 16
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• Changing the frequency of requests being sent

These changes do not imply changes in the software implementation, nor running a new program or restarting the device.

The proposed platform has two parts. The main part is the communication library, which is used in the device's program, and the other part is

the configuration server. This server is a simple MQTT broker that exposes a topic where the configuration updates can be published for the IoT

devices to capture and apply the change. The configuration changes are sent using the MQTT protocol which is a Publish-Subscribe protocol.

The communication library is used in programs loaded on IoT devices. When the program starts, the library connects to the configuration

server in a background process. This process is automatic and imperceptible to the developer. The connection listens to the communication con-

figuration changes, and when it detects a new configuration change, it updates the local internal configuration of the library and applies the neces-

sary changes.

The communication scheme between the library and the MQTT broker is depicted in Figure 1.

1. IoT devices using the library have specified in the program code the services where they send the recorded data.

2. A developer can make a change in communication configuration by sending a command to the Configuration Server.

3. The library inside the IoT devices detects the configuration change that had been sent by the developer to the Configuration Server through

an MQTT Broker, processes the command, and applies the communication change.

4. Once the received command is processed by the device, its communication changes – for example, it starts sending the recorder data to a new

service.

The proposed library defines a request method that accepts the following arguments:

url [optional] – url or IP of the destination server. Must include the protocol. When passed to the call, it is parsed with URL of WebAPI and

overwritten by properties explicitly set in the options object.

options [required] – object with the following request options:

• id [required] – request id. Used to differentiate the different uses of the library inside the same program.

• data [required] – a function that returns a promise with the data to be sent in the request.

• host [optional, defaults to ‘localhost’] – host of the destination server.

• protocol [optional, defaults to ‘http:’] – protocol used.

• method [optional, defaults to ‘GET’] – http method.

• port [optional, defaults to 80] – destination port.

• requestFrecuency [optional, defaults to 1000] – frequency (in milliseconds) of sending request.

• forwardUrls [optional, defaults to empty array] – array of URLs to forward the request sending.

F IGURE 1 Proposal conceptual scheme
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• callback – the function to be executed when the response is received.

In order to use the library, the developers have to include the library inside the program first. The library implementation has to be compatible

with the used programming language. Then, developers have to configure the communication with the configuration server for the entire pro-

gram. After that, we can use the method offered by the library to send requests over the Internet. Each use of the request method must be identi-

fied with an id to allow independently modifying each use. Figure 2 represents an example of a program using the proposed library.

When this program starts, it will do two things. In the foreground, it will read the sensor's temperature and send it to http://192.168.0.

27:6001 every second, and read the sensor's humidity and send it to http://158.54.0.100:7000 every second as well. When a response is

received, it will be logged to the console. In the background, as explained earlier, it will connect to the MQTT broker and listen for configu-

ration changes. When a configuration change is detected, it will parse the command received and update the local internal state. Then each

request method whose id is equal to the one received in the command will change its communication configuration. That way, we may have

many devices where the request method has the same id, and when the configuration change is made to that id, all devices will change

their configuration.

In order to change a communication parameter, the administrator has to send an MQTT request to the configuration server with a specific

command that enables the required change. The configuration server publishes the command to all the devices that are listening. In order to cover

the communication changes, the following commands have been designed:

• set <id> <destinationURL> – changes the URL of the destination server of the request with <id>. That command can be useful to change the

server to which the data is sent in a Client–Server scheme because it has been decided to change the current server to a new one. Another

use may be to change the device with which the communication is done

� master-request – is a reserved id for referring to the MQTT broker URL

• forward <id> <forwardURL1> <forwardURL2> – forwards the send request with <id> to the URLs form <forwardURL> arguments. It can have as

many forward URLs as one wants, separated by spaces. This command can be used if there is a need to separate the data processing onto dif-

ferent servers, for instance.

• set <id> frequency <frequencyValue> – changes the frequency of the request sending to the <frequencyValue> (in milliseconds). This can be

used to reduce the impact on network traffic as there might not be a need to send the data every second all the time.

The current commands were designed to be used in what may seem like the common cases where there are a set of IoT devices that

send the captured data to a central service. However, the proposal may be extended to support other communication changes. In many

cases, IoT systems have other topologies – a mesh, for instance, where an IoT device can communicate with one or more other IoT

devices.

Our proposal could be used to help modify those interactions remotely. For example, if we have one detector device that is communicating

with one actuator, we could change the actuator for another one or make the detector interact with two actuators.

Another case where our proposal may be useful is to add new devices to the IoT systems (Figure 3). We could make the devices that we

already have to start interacting with the ones we want to add to our mesh. For example, if we want to add a new light controller and we already

have a presence detector running, we could make the detector send the data to that light controller in addition to the destination where it is cur-

rently sending the data.

4 | USE CASES

Below we present some use cases of the main functionalities of our proposal: changing the destination server IP V4, forwarding a request to

another server, and changing the sending frequency.

In order to evaluate the use cases, we designed a small sample with limited functionality, just enough to show the usage of the library. This

sample simulates the recording of the temperature and humidity inside a warehouse. The designed system has various devices with internet con-

nectivity that are equipped with temperature and humidity sensors. Those devices capture the temperature and humidity in multiple locations of

the warehouse and send the recorded data to a centralized service where it is analysed and stored. Those generated analyses are used by the

warehouse managers to assess changes in infrastructure, the position of machinery and doors, the placement of refrigeration equipment, and so

forth.

That use case is one possible use of our proposal. We believe our proposal may be applied in many different environments. For example, it

may be used in distributed systems without centralized topologies where IoT devices communicate with each other.
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F IGURE 2 Example implementation for a device software
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4.1 | Use case 1: Change the destination server of the clients

The company that owns the warehouse decided to change its centralized service for another cloud computing provider (Figure 4). That change

involves reconfiguring all the IoT devices that record the temperature and the humidity to send the data to the new service. The company wants

to try various cloud computing providers in order to choose the one that best covers their needs.

Once the program is loaded onto the IoT device and is running, it starts sending requests to the destination server http:192.168.0.27:6001.

In order to change the destination IP, we have to send an MQTT request to the MQTT broker with the following command: set 1 http://192.168.

F IGURE 3 Dynamic changes in an IoT system with mesh topology

F IGURE 4 Changing the clients' destination server scheme
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0.100:7071 (Figure 5). When the library that is listening for configuration changes detects a new change, it updates the destination server IP and

starts to send it to the new destination.

4.2 | Use case 2: Forward the requests to another server

In another use case, the company detects a point inside the warehouse where temperature management is critical. In order to overcome that problem,

the company acquires a new device that can manage the air conditioning according to temperature. It is necessary that the devices that are close to that

critical point record and send the temperature to that new device in addition to sending the data to the centralized service (Figure 6).

In this case, to make that change, we have to send the following command: forward 1 http://192.168.0.200:4044. Like in the previous use case,

when the library detects a new configuration, it saves the forward address locally and starts forwarding each request sent to this new address.

4.3 | Use case 3: Change the sending frequency

With the recent increase in the workforce and the new machinery, it has been detected that temperature changes are much more pronounced

and faster than before. Those fast temperature changes require increasing the frequency of the temperature being sent to the centralized service.

The company determines that this sending frequency increase is necessary even though it means higher processing costs for the server and higher

consumption for the devices (Figure 7). In order to change the frequency using our solution, the responsible system administrators have to send

the following command: set 1 frequency 500. In this command, ‘500’ is the number of milliseconds between each data sent.

5 | EVALUATION

In the evaluation section, three changes will be made in the communication of devices. Those changes correspond to those made in the use cases.

• Change the destination server of the clients. The initial version of the system has an IoT device that sends data to a service. After the change, the

device must send the data to another different service.

F IGURE 5 Configuration change received and applied by the IoT device

F IGURE 6 Forwarding the data sending to another device scheme
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• Forward the requests to another server. The initial version of the system has an IoT device that sends data to a service. After the change, the

device must send the data to another new additional service as well.

• Change the sending frequency. The initial version of the system has an IoT device that sends data to a service every second. After the change,

the device must send the data every 0.5 s.

Each one of the three use cases will be evaluated with the following alternatives.

• OTA Update. Over the Air update is one of the most common ways to update an IoT device software. It consists of remotely sending a new

version of the software. This new software must replace the current version. Most IoT devices with some computing capacity can use operat-

ing systems that allow this type of update. Many OTA updates require restarting the device to apply the update.

• Partial OTA. An optimized version of the previous OTA. This process allows generating a package with a partial update, which is small and can

be done more quickly. This process is supported only for devices that run complex operating systems. It often requires restarting the device to

apply the update.

• Partially updateable software. This is software that has been particularly designed since its inception to support partial updates of some of its

components. In this case, the software update depends on itself, not on the device's operating system. This solution is highly dependent on

the software implementation strategy, but always requires a more complex implementation than software without updates periodically. This

type of update may or may not require restarting the device.

• Proxy. An intermediate proxy makes all devices communicate with the Proxy, therefore only by modifying the proxy implementation could a

developer modify some communication aspects of the entire IoT system.

• Firebase. Services like Firebase allow the inclusion of remote configurations, which could be obtained by the device's software. Developers

usually store configuration settings in Firebase (like connection strings, configuration values, etc.). The device's software must know how to

get and process those configuration values. Like ‘Partially updateable software’, this kind of solution requires a more complex implementation

of the device software.

• The proposal of this paper. As explained earlier, it uses a specialized command to change some aspects of the communication of the devices.

To evaluate our solution, we used one Raspberry Pi 3 Model B (WiFi 802.11ac double band) as an IoT device and a PC acting as a server. On

the Raspberry Pi, we installed Raspbian GNU/Linux 10 (buster) operating system and Node.js version 12.16.1 as an execution platform. The PC

has Windows 10 Pro x64 version 1909 operating system with an Intel Core i5-9600KF 3.70GHz CPU and 16 GB of RAM. In order to access the

Raspberry device and easily transfer the programs used in the evaluation of the experiment, we used WinSCP.

Based on the research objectives, the proposal should allow the following:

1. Changes in the communication of the devices, implying a low implementation cost. For this reason, during the evaluation process, we will esti-

mate the implementation complexity in each case.

F IGURE 7 Changing the frequency of data sending scheme
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2. Changes in communications must be made quickly and easily. For this reason, during the evaluation process, we will measure how complex it

is for developers to make changes in communication.

3. Minimize the time that the device is not working correctly after a change. For this reason, during the evaluation process, we will measure how

long it takes for a device to apply the change and start sending with the new configuration.

Additionally, we should analyse the network traffic in the IoT system. The evaluated alternatives could have different impacts on network

traffic. The objective of this research is not to optimize network traffic, but this could be an important factor in some IoT systems.

5.1 | Implementation complexity

This is the first measurement of all. It tries to estimate the initial implementation complexity of the IoT system before applying the configuration

change, which will modify the initial communication scheme. In this evaluation process, we will estimate the implementation complexity of the ini-

tial IoT system for the three experiments using the six alternatives.

Measuring the complexity of program implementation is a complicated task. The complexity depends on the number of aspects considered.

The simplest estimates of complexity are based solely on the size of the code; in this case, we have started from a complexity estimation system

used in previous research works (Cueva-Fernandez et al., 2014; Espada et al., 2015). This system considers the following:

• C – Size: number of the program characters, spaces included

• L – Number of lines of code in the program

• F – Number of functions used but not implemented by the programmer

• NM – Number of standard modules included in Node.js distribution

• NE – Number of modules not included in Node.js distribution and that had to be installed with npm

Each aspect measured was assigned with the following weights: C = 1, L = 2, F = 3, NM = 4, and NE = 5. The global score for each evaluated

alternative is the sum of the weights for each aspect.

Figure 8 shows the results of the implementation complexity for each alternative in the three experiments. Firebase has the highest complex-

ity in all experiments because, for that, additional alternative code must be added to connect to the Firebase service. OTA Update, Partial OTA,

and Partially Updateable Software have close implementation complexity with score differences no larger than 100 points between them in each

experiment. Proxy has the same complexity in the first two experiments. Because the IoT device is the one that sends the request and the Proxy

only redirects or forwards the request to another server, we determined that we cannot use Proxy to implement the sending frequency change.

Our proposal has the lowest complexity in all experiments.

F IGURE 8 Implementation complexity of each alternative in each experiment
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5.2 | Configuration change complexity

This is the second measurement. It measures how complex it is to make a change over the initial version of the system.

Unlike the implementation of the software, the application of changes over the communication scheme could not only involve changes in the

code, but sometimes it requires using configuration tools, commands, and so forth. Due to these particularities, we have included in this complex-

ity estimation all actions performed by the developer with a mouse and keyboard.

We define configuration change complexity as the actions that must be done to apply a configuration change. To measure this complexity,

the following actions were measured:

• K – Number of keystrokes

• MLB – Number of mouse's left buttons clicks

• MRB – Number of mouse's right button clicks

• MDC – Number of double clicks

• MWS – Number of mouse's wheel scroll

• MM – Mouse movement in centimetres

All these aspects were measured with Mousotron software. For each aspect, we associated the following weights: K = 1, MLB = 2,

MRB = 1, MDC = 1, MWS = 1, and MM = 0.5. The global score for each evaluated alternative is the sum of the weights for each aspect. For

every change that involves sending a request over the Internet to change the configuration, we made a script. Therefore, the action of sending

the request with the change translates to writing the command to execute the script.

The configuration change measurements from Figure 9 show that Proxy has the lowest complexity for changing the destination address and

forwarding requests. That is because the Proxy was on the same PC used to run the experiments. Therefore, those changes only imply changing

and saving local files without connecting to other machines over the Internet. We determined that Proxy cannot be used in the third experiment

as the sending frequency have to be modified on the IoT devices that send the requests. The lower change complexity for the third experiment is

the OTA Update as it only needs to change the value of the property that stores the sending frequency and execute the script that sends the

update. OTA Update, Partial OTA, and Partially Updateable Software have significantly bigger change complexity in the second experiment than

the other ones. This is due to all the code that needs to be added in order to forward the request to another server. Our proposal has the second-

lowest change complexity for the second experiment and the third-lowest change complexity for the other two.

5.3 | Time the device is inactive

This is the third measurement, and it evaluates how long it takes until the device starts sending data with the new configuration after the configu-

ration change had happened.

F IGURE 9 Configuration change complexity for each alternative in each experiment
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Applying an update on a running software means that during the period when the device update is being applied, the device may face differ-

ent issues. It can stop, run but not send data or run but send data using the old configuration. Because of that, we measure the time it takes for

the device to apply the new configuration and start sending data using it.

The results of measuring the time it takes for the device to apply the change are shown in Figure 10. The only alternative that required

entirely stopping the running program was the OTA Update. The times the program was not running for each experiment are 346.30 ± 8.49 ms,

321.30 ± 7.85 ms, and 356.10 ± 20.59. Other alternatives did not require the program to be stopped. Even if the change was not yet applied, it

could enable, for example, storing the data and sending it after the update was done. OTA Update has the longest change apply time in each

experiment. In the third experiment, the time is significantly lower because, as explained, we measure the time until the device starts sending data

using the new configuration. Therefore, in the case of the OTA Update and Firebase, where the change times are the longest, the frequency of

sending the data has an impact on the obtained results. In the third experiment, we change the frequency from 1 s to 0.5 s, and because of that,

the first data sent with a new configuration occurs earlier. As explained earlier, in the third experiment, we determined that the proxy solution

cannot be used. Our proposal had no significant difference in experiments 1 and 2 with Partial OTA, Partially Updateable Software, and Proxy,

however in the third experiment, our proposal had the lowest change time.

5.4 | Network traffic

This is the last measurement. It evaluates how much network traffic consumes an IoT system developed with the different alternatives in a time

interval. First, analyse a period of operation without doing configuration changes. Second, an equivalent period, but this time doing a configura-

tion change. This will allow us to see the usual network traffic for IoT systems developed with different technologies and the cost of doing a

change in the communication scheme.

To measure the network traffic, we used Wireshark software. We measured the total size (in bytes) of the packets sent between the IoT

device and the main PC in a 5-min time interval. For evaluations in which the configuration was changed There are also some small typographical

errors, the change was always done 1 min from the start of the measurement, because adding request forwarding to other servers or changing

the sending frequency implies the modification of the total request sent and therefore the total size of the packets sent.

Figure 11 shows network traffic measurements. We measured the traffic usage of each alternative in a 5-min period without doing configura-

tion changes, and then we measured again the same period making a configuration change. In the first case, without changes, our proposal has

the highest traffic usage and is followed by Proxy and OTA Update and then the rest of the alternatives. Even though our alternative has the

highest traffic usage, the relative difference with other alternatives is only between 4% and 12%.

In the case where configuration change was performed, our proposal still has the highest traffic usage. However, it is closely followed by Fire-

base and Partially Updateable Software, which have significantly higher network traffic relative to the case without configuration changes. The

relative difference in network traffic to our proposal is between 0.4% and 9%.

Figure 12 shows the relative increase in network traffic for each alternative between measurements without changes and with changes. Fire-

base has the lowest traffic usage without changes with just 344,405 bytes; however, the relative increase in traffic for the case with changes is

11.30%, the highest one. Partially Updateable Software has a relative increase of 6.45%, it may be because in order to make the change, we have

F IGURE 10 Time it takes for the device to apply the change
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to connect directly to the device through ssh. Although our proposal has the highest network traffic – 38,430,140 without configuration change

and 38,495,260 with changes, the relative traffic increase is the lowest one, with just 0.17%.

6 | CONCLUSIONS AND FUTURE WORK

This research work focuses on providing an alternative that allows the creation of IoT systems capable of remotely modifying devices' communi-

cation configurations in a fast and agile way. This feature will facilitate prototyping and attempt different architectures during the development

phase of an IoT system. Enabling agile changes is especially useful in systems with uncertainty. During the use and exploitation phase of IoT sys-

tems, changes in execution can also be frequent, due to the introduction of new devices, services, changes in the physical environment, etc.

The proposal to address this problem was the specification of a library to be used in the software of the devices. A specific implementation of

this library has been developed in Node.js. This library allows the developer to do configuration changes remotely using commands; these changes

do not require updating the device software.

The proposal should not increase the implementation complexity of software for IoT devices. Based on the use cases evaluated, a software

developed using the proposal could have significantly less implementation complexity than software developed using other alternatives. In the

cases analysed, implementation complexity was reduced by around 40%–50%.

Once an IoT system was running, the cost of making changes to the device communication was measured. Among the analysed alternatives,

the one which led to changes in the device communication with less cost was the Proxy. Still, it did not have enough functionality to make com-

plex changes, as changes specified in use case 3. The cost of making changes for the proposal had no significant difference in comparison to three

of the alternatives, and this cost was much smaller than the last of the alternatives.

F IGURE 11 Traffic network with and without configuration change

F IGURE 12 Relative network traffic increase
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The proposal should minimize the time that the IoT device is off or not working properly after doing a change in communication and the time

it takes to make the change. Only one of the studied alternatives requires the device to be rebooted (OTA) after the update. The time that our

proposal took to apply the change had no significant differences with other alternatives in use case 1 and 2. However, in the third use case, the

time to apply the change of our proposal was between 45% and 60% shorter.

The proposal got an increase in network traffic compared to the other alternatives in the cases evaluated. This increase was between 4% and

12% during a period of normal use, without changes in communication. When these changes were done, the increase of the traffic network for

the proposal was reduced to 0.4%–9%. According to the results, the proposal always has more consumption of network traffic than other alterna-

tives, but the relative increase in traffic network for each change made is just 0.17%, much less than in other alternatives.

Results show that this proposal could be very suitable for many IoT systems which require applying changes in their devices' communication.

Future research lines will be related to include the possibility of changing data protocols (CoAP, AMQP, MQTT, etc.), communication

schemes, and reducing the impact of the proposal over the traffic network.
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ENDNOTES
1Firebase Remote Config – https://firebase.google.com/docs/remote-config.
2Node-supervisor – https://github.com/petruisfan/node-supervisor.
3Hotswap – https://github.com/rlidwka/node-hotswap.
4https://www.balena.io/.
5http://www.cloudino.io/.
6https://cloud.google.com/iot-core.
7https://azure.microsoft.com/es-es/services/iot-central/.
8https://aws.amazon.com/es/iot-device-management/.
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