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C. Classification Layer
The embedding vector of a document  is represented as 

.

where  is the positive sample among the web page documents 
and  is the kth negative sample of the same. These semantic vectors 
are produced by feeding the web page documents into the neural 
network (RNN), as discussed in section IIIA.

1. Recurrent Weight
To maximize the likelihood of the positive document for the given 

document with respect to recurrent weight (wrec) can be formulated as 
follows in equation (22):

 (22)

where wrec is the recurrent weight,  is the probability of 
positive web page document for the ith Topic, and N is the number of 
topic-document pair in the corpus.

The above equation can be rewritten as follows in equation (23):

 (23)

The li(wrec) can be determined using the formula below from (24)-
(28):

 (24)

 (25)

 (26)

 (27)

 (28)

where ∆i,j = sim(ti, di
+) ⎯ sim(ti, di

⎯), the ∆i,j value lies between 0 to 1, 
and γ is a scaling factor to increase the range of ∆i,j.

To perform back propagation through time [41] for L(wrec) with 
respect to recurrent weight (wrec) can be derived as follows in equation 
(29):

 (29)

The derived cost value of recurrent weight (wrec) can be given as 
follows in equation (30):

 (30)

where T is the number of time steps that the network is unfold over 
time and 

The recurrent weight can be updated by using the RMSprop 
algorithm [42] because of its ability to update the lower learning 
rates for frequent parameters and higher learning rates for infrequent 
parameters and also clip the gradient when it goes higher than a 
threshold.

 (31)

 (32)

where E[g2] is the mean square of the gradient, α is the moving 
average parameter which is usually set to 0.9, ω is the learning rate 
which is set to 0.001, at each time step τ for the parameter wrec.

2. Input Weight
As derived for recurrent weight, the cost value of input weight (win) 

can be derived as follows in equation (33):

 (33)

IV. Experimental Design and Analysis

A prototype of the crawlers (BFS, VSM, SVM, NB, ANN, ontology 
learning-based using the ANN, semi-supervised using the SVM, ONB-
based and, finally, the proposed RNN) was developed in Python3 [43], 
[44], within the Spyder3.6 [45] platform. A cluster of six systems, 
each with the following configurations, was used to implement the 
prototypes: (i) 2.20GHz Intel Core i7-8750H 8th Gen processor, (ii) 16GB 
DDR4 RAM, (iii) 1TB serialATA hard drive, (iv) NVidia GeForce GTX 
1060 6GB graphics, and (v) the Windows 10 operating system. These 
prototypes were implemented to crawl from the real web, using the 
Python packages, BeautifulSoup [46] and urllib [47]. BeautifulSoup 
package was used to handle HTML documents and urllib package was 
used to handle the URLs. The lxml parser [48] of BeautifulSoup package 
was used to parse the HTML documents. The urllib.parse function was 
used to parse the URLs.  A set of ten topics and their respective seed 
URLs, as shown in Table 1, were given as input to all the crawlers. We 
collected 350000 (175000 positive  and 175000 negative samples) URLs, 
along with their web page contents, for the topics shown in Table I in 
order to train the machine learning algorithms.

The experimental evaluations were carried out in two stages. The 
first stage was the training-testing phase of the machine learning 
algorithms, where the NB+TF-IDF, SVM+TF-IDF, ANN + TF-IDF 
and the proposed RNN + A-SGNS crawlers were evaluated using the 
metrics in Section V(A). The second stage was the crawling phase, 
where the performance of the crawlers (BFS, VSM, ontology learning-
based using the ANN, NB-based, link context-based using the SVM, 
ANN-based, semi-supervised using the SVM, optimized Naive Bayes-
based and the proposed RNN+A-SGNS) was evaluated using the 
metrics in Section V(C).

The NB, SVM and ANN algorithms, along with the TF-IDF, were 
implemented using the sci-kit learn Python package [49]. The NB-
based crawler was implemented using the Gaussian Naive Bayes 
(GNB) classifier with a Laplace smoothing function, and the SVM-
based crawler using a degree 1 linear SVM. The ANN model with 4 
hidden nodes was implemented using the stochastic gradient descent 
(SGD) optimizer with the initialized weight value of 0.5 and learning 
rate of 0.1. In the proposed RNN model, the recurrent weight (wrec)  
was initialized to -1.5 and the input weight (win) was initialized to 2.0. 
The learning rate ω was initialized to 0.001 for both wrec  and win .
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TABLE I. Seed URLs for the Ten Topics

S.No Topic Seed URL

1 Football
• https://en.wikipedia.org/wiki/Football
• https://www.bbc.co.uk/sport/football

2
Knowledge 
Mapping

• https://www.apqc.org/blog/4-step-guide-
knowledge-mapping

• https://www.mindmeister.com/blog/build-
knowledge-map/

3 Robot Army

• https://en.wikipedia.org/wiki/Military_robot
• https://www.popularmechanics.com/

technology/robots/a29610393/robot-soldier-
boston-dynamics/

4 Smart Phone
• https://en.wikipedia.org/wiki/Smartphone
• https://www.amazon.in/Smartphones/

b?ie=UTF8&node=1805560031

5
Cloud 
Computing

• https://en.wikipedia.org/wiki/Cloud_computing
• https://azure.microsoft.com/en-in/overview/

what-is-cloud-computing/

6 wildfires
• https://en.wikipedia.org/wiki/Wildfire
• https://simple.wikipedia.org/wiki/Wildfire

7
Shahrukh 
khan

• https://en.wikipedia.org/wiki/Shah_Rukh_Khan
• https://www.imdb.com/name/nm0451321/

8 computer
• https://en.wikipedia.org/wiki/Computer
• https://www.webopedia.com/TERM/C/

computer.html

9 Apple
• https://www.apple.com/in/
• https://minecraft.gamepedia.com/Apple

10 Movie
• https://www.amctheatres.com/movies
• https://www.imdb.com/chart/moviemeter/

V. Performance Evaluation

A. Performance Evaluation of Training Phase

1. Performance Metrics
This work uses four different metrics to measure the efficiency, at 

the training phase of different machine learning algorithms. They are 
accuracy (a), precision (p), recall (r) and F1-score (f) as shown in the 
following Equations (34), (35), (36), and (37) respectively.

 (34)

 (35)

 (36)

 (37)

where tp, tn, fp and fn are true positive, true negative, false positive 
and false negative respectively.  

B. Analysis of Training Phase
A series of experiments was conducted to identify the right 

classifier with the requisite ability to guide the focused crawler. A 
dataset with 350,000 positive query-document pairs was collected 
for 10 different topics, as shown in Table I, each with 17,500 positive 
and 17,500 negative samples. Initially we applied tokenization, POS 
tagging, nonsense word filtering and stemming on both query and 
document data. The preprocessing was carried out  using the Python 
Natural Language Toolkit (NLTK) [30], [31]. The nltk.word_tokenize() 

function was used to tokenize the topic words and the document 
words, the nltk.pos_tag() function to find the part of speech of each 
topic word and document word, and the nltk.stem package to find 
the root word of each topic word and document word. The words 
identified without POS tag were removed as non-sense words. 
Following the preprocessing of the training data, the TF-IDF-based 
cosine similarity and A-SGNS-based cosine similarity were extracted 
as a feature for each query-document pair. The TF-IDF-based extracted 
feature was used to train the NB, SVM, and ANN classifiers, while the 
A-SGNS-based extracted feature was used to train the RNN classifier. 
After training the classifiers, a testing dataset of 2827 query-document 
pairs was used to test the performance of the classifiers. The training 
phase was evaluated using four well-known metrics, formulated in 
Equations (34)-(37). Table II shows the results of a comparison of the 
four classifiers with 350,000 training data samples. The SVM with the 
TF-IDF, NB with the TF-IDF, ANN with the TF-IDF, and RNN with the 
A-SGNS produced accuracy of 0.623, 0.62, 0.70 and 0.813, respectively.

Logistic regression works well with linear data but not so with non-
linear data. To predict categorical outcomes, it needs each data point to 
be independent. Given the limitations involved, it was, consequently, 
unable to perform well on the dynamic internet. Since the number of 
words in the web page was high, the dimensions created by the TF-
IDF vectors were also high. In a high-dimensional feature space, the 
NB, SVM and ANN were affected by problems with overfitting and 
time consumption [50]. The NB, SVM and ANN failed to handle high-
dimensional feature vectors and produced inaccurate results. The RNN, 
on the other hand, is a discriminative model that tries to differentiate 
between positive and negative samples in order to undertake the 
classification. In the proposed work, the A-SGNS model was used to 
build a VSM to represent words through a low-dimensional space. The 
ability of the RNN to handle the A-SGNS word embedding vectors 
resulted in its enhanced performance in a  dynamic web environment 
[51], with an average accuracy of 0.813.

TABLE II. Precision, Recall, F1-score and Accuracy with 350,000 
Training Samples

Algorithm
Precision Recall F1-score

AccuracyClass 
1

Class 
0

Class 
1

Class 
0

Class 
1

Class 
0

SVM + TF-
IDF

0.50 0.51 0.62 0.39 0.55 0.44 0.623

NB + TF-
IDF

0.50 0.513 0.626 0.39 0.55 0.443 0.62

ANN + TF-
IDF

0.5 0.50 0.42 0.58 0.45 0.53 0.70

RNN + 
A-SGNS

0.62 0.57 0.45 0.73 0.52 0.64 0.813

C. Performance Evaluation of Crawling Phase

1. Performance Metrics
The performance of the six focused crawlers were measured by 

using harvest rate and irrelevance ratio can be shown in the equations 
(38) and (39).

2. Harvest Rate
Harvest rate is defined as the ratio of the number of relevant web 

pages downloaded out of total number of web pages downloaded. The 
harvest rate (hr) can be formulated as follows in equation (38).

 (38)
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where hr is the harvest Rate, Rwp is the number relevant web pages 
downloaded, and Nwp is the total number of web pages downloaded.

3. Irrelevance Ratio
Irrelevance ratio is defined as the ratio of number of irrelevant web 

pages downloaded out of total number of web pages downloaded. The 
irrelevance ratio can be formulated as follows in equation (39).

 (39)

where ir is the irrelevance ratio, rj is the number of relevant web 
pages downloaded, and nj is the total number of web pages downloaded.

D. Analysis of Crawling Phase
The experimental results were evaluated for all the four focused 

crawlers, namely, the SVM + TF-IDF, NB + TF-IDF, ANN + TF-IDF 
and the proposed RNN + A-SGNS. For the NB, SVM, and ANN, the 
TF-IDF-based cosine similarity was given as an input feature, while 
for the RNN, the SGNS-based cosine similarity was the input feature.
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Fig. 4. Average harvest rate for ten topics for the SVM + TF-IDF, NB + TF-IDF, 
ANN + TF-IDF and RNN + A-SGNS crawlers.

Fig. 4 shows the average harvest rate and Fig. 5 shows the average 
irrelevance ratio of the SVM + TF-IDF, NB + TF-IDF, ANN + TF-IDF 
and RNN + SGNS crawlers, respectively. The TF-IDF-based features 
consider similarity only if the topic term co-occurs on the web page. 
As a result, the SVM + TF-IDF, NB + TF-IDF crawler, and ANN + TF-
IDF crawler considers most web pages that are semantically related to 
the topic as irrelevant. The SVM+TF-IDF, NB + TF-IDF and ANN + TF-
IDF crawlers produced an average harvest rate of 0.32, 029 and 0.34, 
along with a high irrelevance ratio of 0.68, 0.71 and 0.66,respectively.
The A-SGNS is a context learning-based algorithm that considers the 
semantic relatedness between the topic and the web page term. Owing 
to this advantage, it considers the semantically related web page as a 
relevant web page, and produced an average harvest rate of 0.42 and 
a low irrelevance ratio of 0.58, thus outperforming the other focused 
SVM + TF-IDF, NB+ TF-IDF and ANN + TF-IDF crawlers.  
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Fig. 5. Average irrelevance ratio for ten topics for the SVM + TF-IDF, NB + TF-
IDF, ANN + TF-IDF and RNN + A-SGNS crawlers.
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Fig. 6. Average harvest rate of ten topics for the BFS, VSM and RNN+A-SGNS 
crawlers.

To retrieve the associated web pages without determining their 
topical preferences, the breadth-first crawler explicitly selects 
unvisited hyperlinks. The VSM makes use of the TF-IDF to compute 
topical similarities but failed to capture the semantic similarity. As a 
result, the average harvest rate of the BFS and VSM is less than that 
of the RNN + SGNS and the average irrelevance ratio of the BFS and 
VSM is higher than that of the RNN + SGNS. Fig. 6 and Fig. 7 show the 
average harvest rate and average irrelevance ratio of the BFS, VSM and 
RNN+A-SGNS respectively. Right from the beginning, the BFS starts 
retrieving irrelevant results, and after 5000 web page crawls produced 
an average harvest rate of 0.124 and an irrelevance ratio of 0.876. The 
VSM crawler performed better than the BFS crawler because of the 
relevance computation. The VSM crawler makes use of the TF-IDF 
to compute topical similarities but failed to capture the semantic 
similarity. After 5000 web page crawls, the VSM crawler produced an 
average harvest rate of 0.237 and an irrelevance ratio of 0.763. The 
proposed RNN+A-SGNS crawler outperformed both the BFS and VSM 
crawlers with an average harvest rate of 0.42 and an irrelevance ratio 
of 0.58 after 5000 web page crawls.
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Fig. 7. Average irrelevance ratio of ten topics for the BFS, VSM and RNN+A-
SGNS crawlers.

Ontology learning-based crawlers use a domain-specific ontology 
to ascertain the topical similarity between a topic and web pages. An 
ontology is a well-known representation that helps find semantic 
similarity. Ontologies are domain-specific and designed by domain 
experts. A human error in ontology design results in the retrieval of 
wrong results. In this work, WordNet ontology [52] for the semantic 
representation of words was used in the design of the optimized Naive 
Bayes (ONB) crawler, the ontology learning-based crawler using the 
ANN (OL-ANN), and the semi- supervised learning-based crawler 
using the SVM (SSL-SVM). Ontology learning on the dynamic internet 
is a difficult and time-consuming process. Given the limitations of 
ontologies and ontology learning, these crawlers performed poorly on 
the dynamic internet in terms of the harvest rate and irrelevance ratio, 
when compared to the proposed methodology. The ONB, ontology 
learning-based crawler using the ANN, the semi-supervised learning-
based crawler using the SVM, and the proposed crawler produced an 
average harvest rate of 0.39, 0.37,0.36 and 0.42, respectively, and an 
average irrelevance ratio of 0.61, 0.63, 0.64 and 0.58, respectively. This 
clearly shows that the proposed crawler outperformed the ontology 
learning-based crawler. Fig. 8 and Fig. 9 show a comparison of the 
results of the ONB, OL-ANN, SSL-SVM and the proposed crawler in 
terms of the harvest rate and irrelevance ratio, respectively.
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Fig. 8. Average Harvest Rate of ten topics for ONB, OL-ANN, SSL-SVM and 
RNN+A-SGNS.
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Fig. 9. Average Irrelevance Ratio of ten topics for ONB, OL-ANN, SSL-SVM 
and RNN+A-SGNS.

VI. Conclusion and Future Work

The A-SGNS model presented here was intended to optimize the 
performance of the focused web crawler. This work considers both 
the syntactic and semantic similarity between the topic and web page 
documents. The model first computes the A-SGNS model, from which 
the cosine similarity of the topic and document terms is calculated. 
The similarity vectors are given as input to the recurrent neural 
network to classify the web page, based on its relevance. The results 
of the experiment have demonstrated that the proposed system has 
increased the efficiency of the focused crawler, outperforming the 
breadth-first, VSM, and TF-IDF-based learning crawlers as well as 
those based on ontology learning. In conclusion, the proposed method 
is ideally suited to focused crawlers and has conclusively proved its 
efficacy.

Future directions include plans for the design of a crawler using 
long short-term memory networks (LSTM) or the gated recurrent 
unit (GRU) to resolve the long-term dependency problem of the RNN 
in learning sequences, brought on by problems with the vanishing 
gradient.
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