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Abstract
Educational Data Science has meant an important advancement in the understanding and improvemen of learning models
in recent years. One of the most relevant research topics is student performance prediction through click-stream activity
in virtual learning environments, which provide abundant information about their behaviour during the course. This work
explores the potential of Deep Learning and Meta-Learning in this field, which has thus far been explored very little, so
that it can serve as a basis for future studies. We implemented a predictive model which is able to automatically optimise
the architecture and hyperparameters of a deep neural network, taking as a use case an educational dataset that contains
information from more than 500 students from an online university master’s degree. The results show that the performance of
the autonomous model was similar to the traditionally designed one, which offers significant benefits in terms of efficiency
and scalability. This also opens up interesting areas of research related to Meta-Learning applied to educational Big Data.

Keywords Meta-learning · Deep neural networks · Educational data mining · Learning analytics · Student performance

1 Introduction

Educational Datat Science research has been relevant
and profuse in recent years. This is mainly due to the
success of online teaching in academic and professional
environments, with blended or completely remote methods
which make access to education greatly more flexible. At
The Open University alone, (a pioneering university in
online education) 2 million students from 157 countries
have graduated since it was founded, making it the largest
academic institution in the UK today [1]. Some of the most
prestigious universities, such as the Massachusetts Institute
of Technology (MIT), Harvard University, or Stanford
University, have launched online educational platforms that
offer courses in a massive and totally free way. To date,
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almost 150 million students have enrolled in their courses
since they were created [2, 3].

It is logical to think that an intensive use of these online
platforms can generate valuable information to improve
teaching quality. Academic records, course syllabuses,
learning resources, or the actions carried out by the student
on a daily basis on the website serve as a database which
can provide meaningful feedback for predictive purposes
[4]. For example, taking into account the behaviour of the
student throughout the course and their interaction with
the available resources, it is possible to define a digital
footprint that allows us to study which factors determine
their performance to a greater extent and, therefore, are
related to student learning. This would help teachers to
create courses which offer greater personal enrichment,
as well as a more positive evaluation of the educational
experience. In addition to this, based on the analysis of this
information, educational strategies could be established on
a larger scale, which would imply a true paradigm shift
in how we perceive learning models [5]. In this sense,
Artificial Intelligence becomes an essential tool to explain
certain student behaviour patterns in the virtual classroom.
The design of predictive models capable of deciphering
the intrinsic relationship of the data can significantly help
teachers and institutions to face educational challenges.
Specifically, machine learning algorithms allow us to
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identify these relationships and determine the student’s
grade based on them. This means that knowing certain
representative information of the student during the course,
we can estimate their performance.

Although there is numerous research about student per-
formance prediction, especially in the field of Educational
Data Mining [6], there are still interesting areas of research
which could be potentially explored.

On the one hand, most of the studies which analyse
student results in online courses use classical learning
models. These tend to focus on the evaluation and
subsequent comparison of supervised learning algorithms,
especially using support vector machines (SVM) and
decision trees. However, currently there are very few studies
that use deep neural networks to build a predictive model,
despite its capabilities for handling massive data. This is
possibly due to the structured nature of the data and the
difficulty in interpretating the results in Deep Learning
models [7].

On the other hand, there are new and exciting areas of
research that could be applied to this topic, such as Meta-
Learning. To the best of our knowledge, this has not yet
been used in the disciplines of EDM or LA. This is probably
related to the limited use of neural networks in this type
of problem. In a nutshell, meta-learning techniques allow
the predictive model to learn to learn [8], i.e., instead of
carrying out a manual trial and error process in order to
define the neural network, meta-learning algorithms provide
some autonomy and intelligence to the predictive model for
its self-management. This helps to automatically optimise
the hyperparameters, find suitable architecture in a search
space defined by the specialist [9], or make predictions
taking into account only a few examples, in a similar way to
how people are able to identify a new object without seeing
thousands of images of it previously [10].

This research aims to explore the potential of Deep
Learning and Meta-Learning applied to student perfor-
mance prediction based on their activity in virtual environ-
ments. To achieve this goal, we have defined the following
specific objectives:

– Identifying and extracting the characteristics that
represent the student’s interaction with the virtual
platform.

– Determining the most relevant characteristics for the
prediction of the student’s academic performance.

– Designing and implementing a predictive model that
learns to optimise itself autonomously.

– Evaluating the performance of the autonomously
optimised model compared with a manually optimised
model.

To carry out our experiment, we used a dataset provided
by the International University of La Rioja: 4 academic

courses of a university master’s degree extracted from the
Sakai educational platform. We selected features related
to the student’s online activity, and which make up their
digital footprint during the course, such as the most visited
resources, participation in discussion forums, or lectures
visualisation.

The contents of the rest of the work are organised as
follows: Section 2 describes the main studies and works
related to student performance prediction, as well as a
brief introduction to meta-learning and its main applications
today. Section 3 introduces the methods, Section 4 the
results, and Section 5 the discussion of the experiment.
Finally, Section 6 details the conclusions from the study,
as well as indicating possible future areas of research on
meta-learning applied to Learning Analytics.

2 Related work

Teaching in virtual environments is a major educational
and technological challenge. How to create effective online
learning environments which are able to meet students’
expectations is a field in continuous evolution. Although,
such a challenge leads to significant benefits. Mainly
based on the Learning Analytics (LA) and Educational
Data Mining (EDM) communities, virtual platforms are
used as knowledge generators about learning models. On
one side, EDM is focused on developing methods which
explore the unique types of data that come from learning
environments. It can be defined as the application of Data
Mining techniques in education, with the aim of responding
to relevant questions about the sector [11]. On the other side,
LA is defined as the measurement, collection, analysis, and
reporting of student data and its context, with the purpose
of understanding and optimising the learning experience
and the environment in which it happens. There are three
important topics in LA: data, analysis, and action.

Obviously, educational Big Data provides abundant
information ready to be analysed, using powerful predictive
algorithms, among which those based on Deep Learning
stand out. The enormous possibilities that Deep Learning
provides, and the current state-of-the-art, encourage the
research of such models. In fact, its use is quite widespread
in Data Mining, and some recent papers apply deep neural
networks to educational datasets, such as OULAD (Open
University Learning Analytics dataset) [6]. This dataset
includes student interaction with the virtual environment,
classified into 20 types of events or relevant categories of
the platform, for a total of 32,000 students during 9 months
of the course [12]. Given the richness and volume of the
data offered, this has become one of the reference models
for experimentation, especially in the field of EDM and the
prediction of academic performance.
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In this scenario, research can be approached from
different perspectives: early dropout rate, analysis of factors
that influence performance, validation of student assessment
methodologies, etc. However, much of the current work,
especially in EDM, focuses on evaluating the accuracy of
different algorithms. Techniques such as SVM, decision
trees, random forest, or artificial neural networks, have been
widely used to predict the student’s grade as a classification
problem. In this regard, it is worth mentioning how little
adoption is made of Deep Learning techniques, despite its
ability to learn more complex relationships in the data than
classical algorithms [13]. This makes it to be considered
as the most advanced technique to perform classification
tasks in Data Mining: pattern extraction in large volumes of
data, labeling, semantic indexing, etc. In addition, the use
of Deep Learning would open new and interesting avenues
of research in rating prediction, such as the use of meta-
learning models, discussed in the next section. In a recent
research, the authors used a deep neural network to perform
predictions on the OULA dataset [6]. For this purpose, more
than 50 input variables were extracted, mainly based on
the student’s activity in the virtual environment, as well as
their personal (age, gender, disability), academic (level of
studies before entering the course) and sociodemographic
(place of residence and its associated level of wealth)
information. After applying a selection of the 30 most
influential variables, the authors used a network composed
of three hidden layers of 50, 20 and 10 nodes to build
the model, with which they obtained predictions of over
90%. Another interesting approach in the use of cognitive
systems is the use of Recurrent Neural Networks. In another
publication [14], the authors applied a model based on
recurrent networks on the OULA dataset, also obtaining an
accuracy higher than 90%. Such a model, comparatively,
achieved better results than logistic regression and artificial
neural networks. For the construction of the dataset, the
study relied on a temporal sampling strategy: the student’s
activity in the environment was extracted on a weekly
basis, and the model was trained with the accumulated
data from each time unit, until a total of 25 weeks was
completed. A similar study also employed RNN with
data obtained in two MOOC format courses provided by
the edX educational platform [15]. However, the authors
extracted course information only up to the middle of the
semester, with the aim of obtaining a model that was able
to predict dropout sufficiently in advance. In the section on
simple neural networks (a single hidden layer), promising
results have also been obtained. For instance, a prediction
was performed using a model composed of a layer of
6 neurons, taking as reference a set of five academic
courses in a school of Computer Engineering [16]. The
results showed an accuracy close to 80%, and identified the
student’s memorization capacity and attention level as good

predictors of academic performance. However, these types
of models have not shown superior performance to other
classical algorithms in some experimental cases, such as
SVM and decision trees [17].

However, before training the predictive model, it is
essential to manage the available data properly. To achieve
this, the features or input variables must be analysed to
identify those that do not add value to solving the problem.
The benefit is twofold: on the one hand, dimensionality
is reduced, making the detection of data patterns easier
and, on the other, the algorithm efficiency is increased,
so it consumes less computational resources. In recent
years, several studies have focused on identifying which
feature selection techniques can be most useful in predicting
academic performance. The authors [18] established a
comparison between six different techniques: CFS, Chi-
Square, filter feature selection, Gain Ratio, Principal
Component analysis and Relief algorithm. Nevertheless,
there are more advanced techniques that have not yet
been explored in EDM and LA literature, and which
may be equally interesting for solving supervised learning
problems. Specifically, the ANOVA and RFECV techniques
tend to be very effective when dealing with continuous
input variables and categorical variables, as in our case.
ANOVA (Analysis of Variance) is a statistical method
that checks if the mean of two or more groups show
a significant difference between them. As for RFECV
(Recursive Feature Elimination with Cross-validation),
this technique recursively explores the set of features
considering smaller groups of variables each time [19]. This
is considered an embedded method, since it requires the use
of a classifier to evaluate the accuracy obtained with each set
of variables.

Other Artificial Intelligence domains, such as Meta-
Learning, are being disseminated extraordinarily in the
technological field, which is why they represent an
important ally in the creation of predictive models and their
application for the industry. Meta-learning, also known as
learning to learn, is the science of systematically observing
how different machine learning approaches work on a wide
range of learning tasks, in order to learn new tasks much
faster through this experience [8]. That is, just as we are
able to learn and develop learning strategies (we learn to
learn), machine learning algorithms can also use similar
forms of self-management. For example, a predictive model
based on neural networks could learn to optimise itself
autonomously, without the help of a technical expert who
supervises the learning stage by manual comparison of
different hyperparameters - also called Hyperparameter
Optimisation (HPO). Furthermore, it could search and find
the best network topology in a specific search space,
avoiding human intervention - Neural Architecture Search
(NAS) [20].
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HPO can be carried out using several techniques and
algorithms, such as Naive Evolution or Tree-structured
Parzen Estimator (TPE). In the case of TPE, it performs
sequential model-based optimisation (SMBO). SMBO
methods sequentially build models in order to approximate
hyperparameter performance based on historical measure-
ments, and then it chooses new hyperparameters to test
based on that model [21]. Currently, there are numerous
solutions which already incorporate hyperparameter opti-
misation automatically, among many other functionalities.
This field, which is also clearly gaining popularity, is known
as AutoML (or Automatic Machine Learning).

NAS has become one of the most important research
focuses in the area of Meta-Learning. NAS aims to avoid
the costly process of finding the right neural network
architecture manually [20]. Several algorithms, such as
DARTS (Differentiable Architecture Search) or ENAS
(Efficient Neural Architecture Search), have achieved an
excellent performance, surpassing even those obtained by
architecture designed by relevant Deep Learning experts
[22, 23]. However, its use is limited to image classification
problems. Despite this, NAS advances are leading to new
algorithms, such as Auto-Keras, a framework built on top of
a tree search algorithm which efficiently explores the search
space [24]. Although Auto-Keras has a lower performance
when compared to previous algorithms, it can be applied
to structured data, which makes it ideal for our case study.
As far as it is known by the authors after reviewing
the state-of-art, meta-learning has not yet been applied to
educational data science. Its use could open new areas of
research in EDM and, additionally, help researchers to share

methodologies in this and other related disciplines, such as
LA. Table 1 shows the main studies related to our use case:

3Methods

In the experiment carried out, we incorporated advanced
Deep Learning techniques into the challenge of grade
prediction, with the aim of knowing its applicability to a
real use case. In addition, we analysed the limitations which
can be found during the feature extraction from the virtual
platform, with special emphasis on those which make up the
student’s digital footprints during the course.

For this, an end-to-end methodology is applied on an
educational dataset provided by the International University
of La Rioja, corresponding to 4 academic courses from the
University’s master’s degree in Computer Security (from
2015 to 2018).

The dataset provided for the experiment consists of
11 files in CSV format, which were extracted from the
Sakai platform. Table 2 lists the files provided and a brief
description of their contents.

The course grades (Califications) are defined on the basis
of the Evaluate Elements of each subject (Rooms). Within
these elements are the activities (Tasks, Task Send) sent by
the students registered in the educational platform (Users).
In addition, the files reflect the messages (Messages), topics
(Topics) and discussion forums (Forums) maintained by
the users during the course. Finally, each time a user
connects to the online platform, a login (Sessions) is
recorded, which is accompanied by all the actions or events

Table 1 Summary of main findings related to the experimental case

Study Goal Application

Kuzilek et al. [12] Defining a virtual environment-based
educational dataset (OULAD)

Feature extraction - can be used as a
reference model to identify the most
relevant variables offered by the Sakai
platform

Jin et al. [24] Measuring the effectiveness of different
feature selection methods

Feature selection - ANOVA and RFECV
techniques are useful for handling struc-
tured data

Waheed et al. [6] Predicting academic performance in vir-
tual environments using Deep Learning

Feature extraction, predictive model def-
inition - very similar to the use case,
although it uses OULAD as dataset

Finn et al. [10] Predicting academic performance using
various Machine Learning techniques

Definition of the predictive model -
although it does not apply the desired
techniques, it serves as a reference regard-
ing the expected results to be applied on
an experimental dataset

Jin et al. [24] Designing an efficient algorithm capable
of searching neural network architectures

Architectural Search (NAS) - AutoKeras
is an algorithm applied to structured data

Real et al. [25] Applying evolutionary algorithms to dis-
cover neural network architecture auto-
matically

Hyperparameter optimisation - TPE tech-
nique can prove effective in case studies
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Table 2 CSV files provided for
the experiment File Records Attributes Description

Califications 49513 12 Subject Grading

Evaluate Elements 682 24 Grading elements of the course

Events 3350557 7 Online user activity

Forums 197 27 Discussion forums

Messages 19230 28 User messages

Rooms 65 4 Course subjects

Sessions 675064 9 User sessions on the platform

Task Send 30318 7 Activities submitted by the student

Tasks 315 3 Activities associated with the subject

Topics 530 35 Discussion forum topics

Users 699 1 Registered users on the platform

(Events) that the user performs in the virtual environment,
leaving the clickstream activity through the course contents.
Since one of the objectives of this study is to identify
and extract the characteristics that represent the student’s
interaction with the virtual platform, the Events file was
used as the main source of information for our study,
although numerous transformations were necessary during
the preprocessing phase. In addition, the target variable was
also extracted from other combinations of the Califications
file with the scoring items, assignments and course
subjects.

It is worth noting that all the subjects of the academic
year followed the same evaluation criteria, with the final
grade being the result of the grades of the assignments
during the course (40%) and the final exam (60%). This
allowed an objective prediction to be made, although
the difficulty of the subjects, the number of credits and
the teaching staff varied among the different courses
and subjects, which are limiting factors for the good
performance of the algorithm.

Finally, we performed a classification of the most
relevant variables captured by the Sakai platform, and the
use of advanced meta-learning techniques which facilitate
the design of the deep neural network, among others. The
main stages of the method are as follows:

1. Dataset generation. First, we create an educational
dataset enriched with detailed information about
the student’s activity in the virtual environment,
inspired by the Open University Learning Analytics
Dataset (OULAD). This involves redefining the dataset
extracted from the Sakai platform, feeding the model
with more abstract information, and is therefore less
dependent on the partial qualifications obtained. In
addition to this, taking the OULAD standard as a
reference helps to share the results with the scientific

community, since multiple researchers use it as the basis
for their experiments.

2. Baseline model design using Deep Neural Networks.
We follow a traditional approach of neural architecture
search and parameter optimisation, carried out manu-
ally, with the aim of establishing a baseline model that
serves as a reference to verify the effectiveness of the
subsequent techniques used. All the input variables pro-
vided in the initial stage are used, regardless of their
correlation degree, which is evaluated at the next stage.

3. Feature selection. Once the reference model is obtained
in the previous stage, we evaluate the impact on feature
reduction after applying the ANOVA and RFECV filter
methods, as described in [19]. Depending on the results
obtained, the most representative variables are used
as the input dataset for optimizing the model through
meta-learning.

4. Neural architecture search. Using meta-learning tech-
niques that are suitable to structured data, we look for
the best neural network topologies, using two differ-
ent search algorithms: Greedy and Bayesian. The most
efficient architecture found by both methods are then
evaluated taking the rest of the hyperparameters used
in the baseline model, so that we can compare their
performance and choose the most promising neural
network.

5. Hyperparameter optimisation. Once the final architec-
ture is known, we use an upper layer of abstraction
so the model can learn to learn which hyperparame-
ters values are optimal to solve the proposed problem.
For this, we use one of the well-known techniques: The
Tree-structured Parzen Estimator.

6. Final model and results analysis. We use the hyper-
parameters obtained in the previous stage to build the
final model and analyse its precision with respect to the
baseline model created on the second stage.
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4 Results

The results obtained in each of the steps of the method are
described below.

4.1 Educational dataset

The feature extraction procedure based on the student’s
online activity resulted in a total of 18 input variables. The
final relationship is shown in Table 3, including the partial
and total grades obtained during the course.

Statistical analysis of the final dataset yielded some
interesting results. In total, we obtained 5,066 records, each
of which represents the student’s online activity, as well as
his or her grade, in a single subject of the UNIR’s university
master’s degree in Computer Security. In addition, we
identified almost 500 students, distributed among the 4
academic courses that were analysed, with an average final
score of 6.55 out of 10. As for online activity, an average of
400 clicks were made per subject and student. Anecdotally,
it should be noted that those who exceeded 3000 clicks,
failed the subject. In return, most of the students who

obtained an outstanding grade did not post any messages in
the discussion forum.

4.2 Baselinemodel

We obtained the reference model following a manual
optimisation process, after testing multiple combinations
of hyperparameters and neural architecture. Table 4 shows
the range of values used for the different hyperparameters,
including the number of hidden layers, nodes, learning
rate, optimiser, etc. It is important to note that not all
possible combinations were tested, since it is a highly time-
consuming task, although all values were used by some
models. The implementation was carried out using Google
Colab and Keras framework. The division of training and
test data ratio were 80-20, respectively.

The accuracy of the predictive models for the validation
set ranged between 55 and 67%, while, without a
regularisation layer, the neural network was capable of
achieving an accuracy of 90% on the training set. This is
logically due to the model’s ability to ‘memorise’ the input
data, as it only has 5,000 records.

Table 3 List of features obtained after processing the educational dataset

Feature Description

student id Student identifier

site id Subject identifier

site name Name of the subject

grade cont Grade obtained in continuous assessment

grade exam Grade obtained in the exam

grade final Final grade obtained in the subject

grade Classification of the final grade for the subject (0: fail, 1: pass, 2: remarkable, 3: outstanding)

activities Total number of evaluated works

calendar Total number of calendar views

clicks Total number of actions performed on the platform

content new Amount of content uploaded by the student (attachments)

content read Total number of clicks on resources related to the subject (PDF)

ects Number of credits of the subject

forums new Number of messages sent by the student in the forum

forums read Number of messages read by the student in the forum

homepage Number of views of the subject’s home page

lessons Number of accesses to virtual classes

messages new Number of messages sent by the student through the internal mail of the subject

messages read Number of internal mail messages read

pages Total number of clicks on different pages of the subject

quiz Total number of virtual quiz attempts

site time Total estimated time of the student in the contents of the subject

task read Number of visualizations of assignments of the subject

task sent Total number of submitted tasks

webcontent read Total number of views in web content (subject links)
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Table 4 Range of values used
for manual hyperparameter
optimisation

Hyperparameter Range of values

Hidden layers 1 – 10

Number of nodes 16, 64, 128, 256, 512, 1024

Number of classes 4

Activation function ReLU, Tanh for hidden layers; Softmax for output layer

Cost function Categorical Cross-Entropy

Initializer Glorot Uniform, Random Normal

Optimizer SGD, Adam

Learning rate 0.001, 0.01, 0.1

Batch size 16, 64, 128

Epochs 20, 50, 100, 300, 500

The best results were obtained with a model of 5 hidden
layers, an initial one of 128 neurons and the rest of 64, plus
an output layer of 4 classes, one for each possible value of
the final grade (failed, passed, remarkable and outstanding).
We used ReLU as the activation function in all layers,
except for the output layer, that was set up as a softmax.
Regarding the rest of the hyperparameters, we chose Adam
as optimiser and Glorot Uniform as initialiser, which had a
slightly higher performance than SGD and Random Normal,
respectively. The learning rate was set at the default value
defined by Keras for Adam, 0.001.

Figure 1 shows the evolution of the model over the
training and validation sets during 20 time periods. The final
accuracy, over the test set, was 67.1%.

4.3 Most relevant features

We used ANOVA and RFECV techniques for the input
variables set to determine those that were most relevant
in our experimental case. First, we evaluated the RFECV
method, which automatically figures out the optimal

Fig. 1 Baseline model accuracy

number of variables to be used in the model. As can be
seen in Fig. 2, the best results were obtained for 13 features,
although from 4 features onwards, similar performances
were observed in terms of accuracy.

This optimal number of variables was used as an input
parameter in the implementation of the ANOVA method,
so that both techniques could be evaluated under equal
conditions. The results show that 9 of the 13 variables were
common in both cases, while there was some discrepancy
when discarding variables of little relevance. Only one
of these (the attachments uploaded by the student to the
platform (content new)), was excluded by ANOVA and
RFECV (Table 5).

Finally, using the baseline model created in the previous
stage, the two new datasets (selection filters of the original
dataset) were evaluated and compared, in order to choose
the one with the best performance. Both accuracy and
loss were slightly higher in the set of features selected by
RFECV, with differences of around 2% over the validation
set (Figs. 3 and 4). Accuracy for the test set was 63.3% using
ANOVA and 66.7% using RFECV.

Fig. 2 Optimal number of features using RFECV
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Table 5 Most relevant features using ANOVA and RFECV techniques

Feature ANOVA RFECV

activities X X

calendar X

clicks X

content new X

content read X X

ects X

forums new X X

forums read X

homepage X

lessons X X

messages new X

messages read X X

pages X X

quiz X X

site time X

task read X X

task sent X X

webcontent read X

4.4 Neural architectures found

We performed the neural architecture search by AutoKeras
using two different algorithms: Greedy and Bayesian.
During the experiment, the search space was configured
to limit it into blocks of dense layers, suitable for the
treatment of structured data. After 20 attempts testing
different combinations of layers and nodes, these were the
ones that reported the best results in each case (Table 6).

Subsequently, the performance of these architectures
was evaluated and compared using Keras. Although in
both cases we reported very similar results in terms of

Fig. 3 Accuracy comparison after feature selection using ANOVA and
RFECV techniques

Fig. 4 Loss comparison after feature selection using ANOVA and
RFECV techniques

accuracy and loss reduction, the architecture found by
the Greedy algorithm, composed of 16, 1024 and 512
neurons, respectively, showed a slightly better performance
on the test set, with 66.3% of accuracy, compared to 65.4%
of accuracy for the design suggested by the Bayesian
algorithm. Figures 5 and 6 show the evolution of both
models by time period during training.

4.5 Optimal hyperparameters

Once we found the best architecture suggested by the Neural
Architecture Search algorithms, it was used to configure
the hyperparameter search space. For this, we used the
Tree-structured Parzen Estimator algorithm so that, in a
maximum of 20 attempts, we found the best combination
of optimiser, learning rate, dropout rate, and batch size.
Furthermore, thanks to the graphical interface provided by
the Neural Network Intelligence toolkit, it was possible to
analyse the results according to various categories, which
greatly facilitated the understanding of the experiments
carried out autonomously by the algorithm. The following
images (Fig. 7 and 8) show the accuracy obtained in each
attempt, which were also stored in the programme log based
on a unique identifier. The 10 best models obtained an
accuracy of between 65% and 67%, while, in the global
calculation, there were several models with accuracies of
63%, reaching a minimum of 50%.

Regarding the optimal combinations of hyperparameters,
the 4 best models used Adam as optimiser, although the
learning rate ranged between 0.001 and 0.01 (Fig. 9).
Regarding batch size and dropout rate, these took values of
16 and 64, and around 0.2, respectively. For its part, the
best model achieved an accuracy of 66.9% over the test set,
using, in addition to the Adam optimiser, a learning rate of
0.005, batch size of 16 elements, and a dropout rate slightly
higher than 0.14 (Fig. 10).
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Table 6 Neural architecture suggested by AutoKeras using Greedy and Bayesian

Hyperparameter Greedy Bayesian

Hidden layers 3 3

Number of nodes 16 – 1024 – 512 64 – 1024 – 16

Number of classes 4 4

Activation function ReLU; Softmax in output layer ReLU; Softmax in output layer

Cost function Categorical Cross-Entropy Categorical Cross-Entropy

Trials 20 20

4.6 Final model

Finally, we used the previous results to build the final model,
whose architecture and hyperparameters were automatically
optimised thanks to the algorithms already mentioned. As a
summary, Table 7 shows the values used in the configuration
of the final model.

After 50 time periods of training, the model obtained an
accuracy over the test set of 67.2%. As in previous sections,
Fig. 11 shows the evolution by time period in terms of
accuracy.

5 Discussion

The results obtained during the experimentation phase yield
interesting observations.

During Stage 1, we were able to identify the features
related to the virtual activity of the students on the
educational platform, in addition to the partial and
final grades on each subject. In this regard, it is
important to highlight the limited information that could
be obtained through the files provided, which did not
contain a descriptive file which would have allowed for
an understanding of the relationships between entities, or

Fig. 5 Model accuracy using the architecture found by Greedy and
Bayesian algorithms

a formal description of the 157 attributes included. This
required, in the first instance, a detailed analysis of the
information, as well as a systematic processing to group,
filter and transform the files. In addition, the final course
grades were not available on the platform, so they had to be
calculated during the extraction process.

On the other hand, the final dataset volume, composed
of 18 input variables and 5,066 records, was scarce if
we compared our case study with others carried out with
OULAD, The Open University dataset. The nature of
Deep Learning, based on an understanding of the complex
relationships in large datasets, suggests that the information
from the experiment may be insufficient to achieve a high
level of accuracy.

However, in Stage 2, during the creation of the neural
network baseline model, we obtained a maximum accuracy
over the test set of 67.1%. Although achieving high
precision was not among the objectives in this research,
having an enriched database with more information would
have allowed us to appreciate relevant differences between
several architecture and hyperparameter settings. As other
studies show, other relevant data, such as the student’s
sociodemographic information, or the history of previous
grades, would have made a valuable contribution to the
prediction results.

Fig. 6 Model for loss using the architecture found by Greedy and
Bayesian algorithms
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Fig. 7 Experiment classification based on its accuracy (NNI)

Fig. 8 Experiment accuracy (NNI)

Fig. 9 Hyperparameters obtained on the best 4 models (NNI)
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Fig. 10 Best hyperparameter
combination (NNI)

In Stage 3, the ANOVA and REFCV techniques did not
provide conclusive results on the most relevant features,
although there were similarities in 9 of the 13 selected
variables. Data such as the number of activities delivered,
lectures visualisation or number of test attempts completed
during the course were useful to predict academic per-
formance. In terms of accuracy, reducing the number of
features from 18 to 13 barely impacted on the precision of
the baseline model, which came from 67.1% to 66.7% in
the case of RFECV. In a larger dataset, the dimensionality
reduction would have favoured the computational speed of
the model. In our case, as there were only 5,000 records, the
improvement was not particularly relevant.

During Stage 4, we tried several Neural Architecture
Search algorithms, with the aim of designing neural
network architecture autonomously, that is, without manual
intervention by a Deep Learning specialist. The structured
nature of the data, composed of independent numerical
variables, limited the possibilities during the meta-learning
phase. Algorithms such as ENAS and DARTS, which
offer a superior performance and greater efficiency than
other methods, are designed to solve image classification
problems and therefore could not be used in this research.

Table 7 Final values obtained by the autonomous model

Hyperparameter Value

Hidden layers 3

Number of nodes 16 – 1024 – 512

Number of classes 4

Activation function ReLU; Softmax in output layer

Cost function Categorical Cross-Entropy

Initializer Glorot Uniform

Optimizer Adam

Learning rate 0.005

Dropout rate 0.14

Batch size 16

Epochs 50

Failing that, we performed the architecture search in
AutoKeras, using Greedy and Bayesian algorithms. Both
techniques identified topologies composed by 3 hidden
layers in the search space, with an intermediate layer of
1,024 neurons. Comparatively, the proposed architecture
had two layers less than the one designed manually,
although the number of nodes increased considerably: 128 x
64 x 64 x 64 x 64 on the traditional model versus 16 x 1024
x 512 on the standalone model. The latter turned out to be
more efficient, since it contained a much fewer parameters
than the Stage 2 model.

The next step in the design of the autonomous model
was carried out in Stage 5, with a hyperparameter search
that would optimise the architecture suggested by the
AutoKeras Greedy algorithm: optimiser, learning rate,
dropout rate and batch size. We completed a total of
20 attempts using the Tree-structured Parzen Estimator
method, obtaining accuracies which generally ranged from
63% to 67%, although one of the cases fell to a precision
of 50%. This highlights the impact that hyperparameter
optimisation can have on a classification problem, even in
those studies where the accuracy is limited by the input
dataset, as discussed above. Regarding the manual design,

Fig. 11 Final model accuracy
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the optimiser used was the same, Adam, although the rest of
hyperparameters were different. In this section, it is relevant
to point out that the algorithm is capable of even suggesting
the dropout rate, which helps to stabilise the training of the
model by reducing the overfitting.

Finally, during Stage 6, the model resulting from
previous stages was implemented with Keras, so that its
performance was compared with the manual model created
in Stage 2. The accuracy of the autonomous model over the
test set was 67.2%, which is very similar to that obtained
with the manually designed model, of 66.7%, comparing
the two of them using the filtered dataset of 13 input
variables. These results corroborate that it is possible to
design efficient models which are optimised automatically,
with the help of meta-learning techniques, reducing the
amount of time invested in optimisation tasks.

6 Conclusions

In this paper we have carried out the study of the state-of-
art in Deep Learning and Meta-Learning and have applied
some of these advances to an experimental case, a set of
educational data provided by the International University
of La Rioja, corresponding to 4 academic courses of an
online master’s degree. To do this, we implemented a
methodology consisting of 6 stages: analysis and processing
of the data provided for the generation of an educational
dataset (Stage 1), creation of a manually optimised neural
network baseline model (Stage 2), selection of most relevant
features for predicting grades (Stage 3), search for neuronal
architecture and hyperparameters autonomously (Stages 4
and 5, respectively), and final evaluation of the autonomous
model (Stage 6), which can be compared with the one
generated manually.

After conducting the experiment, the results yielded
some interesting conclusions. It is clear that there was not
enough information available in the case study. We could
only extract 18 features, while similar studies carried out
on OULAD extracted up to 50 variables. Moreover, the
volume of the data provided by UNIR contained 5,066
unique subject grades, while OULAD has more than 32,000
records. This limited the possibilities of the experiment
and impacted the performance of the predictive model.
Therefore, the deep neural network, designed manually,
achieved a precision of only 67% over the test set. Although
obtaining high accuracy was not one of the objectives of our
research, this was a challenge during the experiment, since
it was difficult to detect the improvements caused by certain
modifications in the learning model.

Regarding the feature selection, we identified those
which had the greatest impact on the model’s accuracy. The
techniques of analysis of variance (ANOVA) and recursive

elimination (RFECV), showed similar results on 70% of
the cases (9 of the 13 chosen variables). Some expected
features, such as the number of activities carried out by
the student or the number of test attempts, turned out to
be relevant in the prediction. Other less obvious variables
also had a positive influence, such as the number of pages
visited in the virtual classroom or the number of messages
read by the student. On the contrary, the number of clicks
made, the messages read in the discussion forum, or the
content created by the student (number of attachments) were
not particularly relevant. In fact, the elimination of such
variables did not affect the precision of the manually created
model, going from 67.1% to 66.7%.

In the Meta-Learning section, we designed and imple-
mented a learning model that was able to be optimised
autonomously. To do this, we approached the problem from
two different perspectives. On the one hand, we analysed
and tested different search algorithms for neural architec-
ture, although only AutoKeras was applied in the case study.
The structured nature of the data prevented the use of other
Neural Architecture Search techniques, such as ENAS or
DARTS, since they are designed to deal with image classifi-
cation problems. The architecture suggested by AutoKeras
turned out to be more efficient than the one designed man-
ually, as it had fewer layers and parameters. On the other
hand, we carried out an automatic search for hyperparam-
eters which optimised the previous architecture. Using the
Neural Network Intelligence toolkit and the Tree-structured
Parzen Estimator algorithm, we ran up to 20 experiments
to find the best combination of optimiser, learning rate,
dropout rate, and batch size.

The final model, which was designed entirely based
on the combination of the previous results, obtained an
accuracy of 67.2% over the test set. From this, it can
therefore be concluded that an autonomously optimised
model using meta-learning techniques is able to obtain
similar predictions to those achieved by manually designed
models. In other words, the algorithm is capable of learning
to learn the parameters that best adapt to a classification
problem, specifically in the educational field. This opens
up new application possibilities for the disciplines of
Learning Analytics and Educational Data Mining. The
latter, especially focused on the development of techniques
which facilitate the analysis of Big Data in education, can
benefit from the use of predictive models that incorporate
meta-learning to automate experimentation, save design
time, or even improve results.

Contributions The contributions of this study are described
as follows:

Use of Deep Learning models in the prediction of
academic performance. Throughout the experiment, we
used deep neural networks to build our predictive model.
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Although it has been used in Educational Data Mining on
a few studies previously, majority of research is focused on
classic algorithms such as SVM, Random Forest or decision
trees.

Creation of an autonomously optimised model through
meta-learning. We built a predictive model based on the
combination of meta-learning algorithms for architecture
search and hyperparameters optimisation. The results show
that the autonomous model obtains the same accuracy
compared to the one which is manually designed.

There was an improvement on model efficiency and
scalability, even using more complex data sets. We found
that it is possible to obtain models of equal performance
with less effort, which produces important benefits in terms
of efficiency and scalability. Meta-Learning models are not
only time-saving in the design phase, but these can also be
adapted to problems with more complex datasets, i.e., those
which contain a greater number of input variables.

Future areas of work The work carried out opens up
interesting areas for future research in the fields of Learning
Analytics and Educational Data Mining in general, and
in the prediction of academic performance in virtual
environments in particular. Some of them are highlighted
below:

– Application of Meta-Learning techniques for other
educational datasets, such as OULAD.

– Adaptation of algorithms such as MAML (Model
Agnostic Meta-Learning) to solve few-shot learning
problems in LA and EDM.

– Grade prediction using only partial data of the activity
recorded by the student.

– Use of other Artificial Intelligence techniques, such as
Sentiment Analysis, to predict the student’s academic
performance.
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