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Abstract — Nowadays game engines are imperative for building 
3D applications and games. This is for the reason that the engines 
appreciably reduce resources for employing obligatory but intricate 
utilities. This paper elucidates about a game engine, popular games 
developed by these engines and its foremost elements. It portrays 
a number of special kinds of contemporary game developed by 
engines in the way of their aspects, procedure and deliberates their 
stipulations with comparison.

Keywords — Game Engine, Non-Cloud Gaming Platforms, 
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I.	 Introduction

IN general, the notion of game engine is very easy to comprehend. It 
is a platform for performing game related tasks like interpretation, 

physics related reckoning, and to facilitate developers for focusing 
on the niceties that make the game inimitable. Engines are in reality 
an assemblage of reusable modules that can be manipulated in order 
to carry a game towards realism. Indeed, there are certain disparities 
between a game and a game engine [1]. Graphics, animation, audio, 
physics, UI and AI are the major different constituents of an engine. 
Conversely the subject matter of a game, its definite characters 
and background, real world avatar and its behaviours etc. are the 
components that create the real game. Game engines are middleware’s.

Game engines produce the replication of actual world in the digital 
world by controlling the elementary physics. Games developed by these 
engines make user, casual or die-hard player. In general, smartphone 
operators, as mobile game players, are alike casual gamers rather than 
die-hard gamers. In contradiction of die-hard gamers, casual gamers 
are outlined as less dedicated, less spirited, and more tranquil users. 
Casual gamers incline to be not as much of ardent and less fascinated 
to classy or multifarious games (comparative to gameplay, achieve 
target, environs, graphics, chaps, etc.).The market for video games 
is growing, with sales in 2015 of $91.5 billion marking an 11.84% 
increase over 2014, at this price global revenues are expected to reach 
$107 billion in 2017. However, growth is not only in sales but also 
in the miscellany of matter offered, vacillating from scholastic games 
to first-person shooters. In addition, a captivating conjunction of 
mass media is proceeding with video games, having motion picture 
eminence cut-scenes and voiceover.

In a cloud environment, the task of service provider is separated 
into two: the infrastructure providers managing cloud platforms and 
rent assets conferring to a usage, and service providers leasing assets 
from one or more infrastructure providers to assist the users. Lately, 
a novel type of cloud service has been familiarized, which have the 
utmost severe exigencies on network Quality of Service (QoS) to date 
known as cloud gaming. However, in cloud gaming the complete user 
experience is provided through the network. This creates dissimilarity 
between cloud gaming and conventional online Gaming in stipulations 

of network quality of experience (QoE). While in conformist Online 
Gaming the user experience is spawned at the client side so the network 
does not have any impact on the performance, affecting the worth of 
Cloud Gaming [2, 4]

With the constituent of video gaming disappearing, people merely 
favour to finance time in real-time mobile games that are compatible 
with an extensive array of platforms and operating systems. These 
engines takes the gaming experience to an entirely new-fangled 
echelon, avoiding poor graphics and quality experiences with the 
similar joysticks from the past to play around.

This paper portrays the comparative study of few diverse cloud 
and non-cloud platforms that are currently associated with gaming. 
As games are evolving progressively delivering profounder and added 
a biding experience for players, their prospective for psychosomatic 
impression is growing in proportion. Some renowned companies of 
games are Microsoft Game Studios, Electronic Arts, etc [3]. Console 
producers are a company yielding and disseminating video game 
consoles. Some of the utmost familiar console producers are Atari, 
Microsoft Corporation, Nintendo Company, Sega, and Sony Computer 
Entertainment Inc. However, currently there are three major popular 
platforms Microsoft Xbox 360, Sony PlayStation3 and Nintendo apart 
from mobile gaming apps as shown in figure 1.

II.	 Comparative Study

A.	 Non-Cloud Platform Stage
Analysis amid numerous game engines is a daunting errand for the 

reason that of their innumerable field, kinds, hypermedia sustenance, 
middleware support, language and platform enslavements and many 
other deputized characteristics. It has to be acknowledged that the non-
cloud game platforms have dissimilar features, modules, benefits and 
restrictions relating some eminent game engines. Six popular game 
engines are compared with each other namely Cry Engine 3, Hero 
Engine, Source 2 Engine, Unity 4 Engine, Unreal Engine 4 and Vision 
Engine 8.Table 1 expresses the efficacy in terms of platform reliance, 
interface and language, intrinsic physics and AI engine supported with 
forward and backward compatibilities. 

An analysis was completed with the help of 15 students (beginner 
coders) and 20developers from different game industries who gave 
their views on a number of game engines currently accessible in the 
marketplace in India. Figure 1 depicts the popular gaming platforms 
in India. 

B.	 Cloud Gaming Platforms
A cloud gaming [5-7] structure assembles the participant’s 

activities, transfers it to the cloud server, concocts the act, extract 
the consequences, and conceals the resultant modifications into the 
gaming simulating environment and rivulets the gaming sequences in 
return to the player. 
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For safeguarding inter communication, all the sequential actions 
tends to happen in a period of milliseconds. Subliminally, the total time, 
which can be said as communication interruption or delay, essentially 
are kept negligibly conceivable for delivering an amusing involvement 
to cloud game players. One of the modest methodologies for supporting 
cloud gaming is to use the services of general desktop streaming thin 
clients, such as Ubitus, GamingAnywhere [6], and VirtualGL.

Fig 1. Popularity of gaming platforms in India

Cloud gaming not only necessitates elevated continual downlink 
bandwidth but low latency too [5-7]. Cloud gaming by now has 
engendered a prodigious contract of curiosity amongst business 
persons, venture investors, and the end users. Some prominent cloud 
platforms are discussed below.

1)	 Gaikai
In GaiKai, games are uploaded to the datacenters situated largely 

around the globe. From these centers, they are cascaded using high-end 
servers to the devices connected to each other by medium of internet, 
analogous to the manner videos are streamed to the user’s computer. It 
endows the capability of streaming the graphically rich and real games 
and additional related data rapidly to more or lessons any devices from 
anywhere in the world. Gaikai has developed the utmost excellence; 
quickest communicating cloud-streaming platform on the globe, aiding 
a platform to developer’s proficient enough for providing games and 
other communicating matter instantaneously to the end users via the 
Internet. Nevertheless Gaikai do not sustain packages on devices like 
digital TVs and tablets

2)	 StreamMyGame
StreamMyGame [6] is a wide-ranging software elucidation that 

empowers games and applications to be played remotely. One accesses 
and plays games tenuously via their local/home network. This gaming 
platform gains access and engages in gameplay tenuously by means 
of their broadband network, note downs gameplay to High definition 
Video archives, one can upload recorded HD video files to any online 
video sites and publicize games, so anybody on their native system can 
perceive it and participants gets access to amenities of meeting other 
players by means of creating the groups with forums, chats, recognize 
new and former participants presence.

3)	 OnLive
OnLive [5] conveys on request real-time communal experiences 

with opulent content via the Internet. OnLive uses cloud to deliver the 
potency and astuteness needed to immediately convey comprehensive 
applications having animations, graphics, AI, physics, etc. 

OnLive make use of virtual machines on customized servers with 
graphics processing units (GPUs) and commercial compression 
procedures, which has to work-out two issues for game respectively. 
Live stream is augmented for gameplay depending on physical-
world Internet circumstances and Media stream is a server-side full 
HD stream managing viewers or players for recording and reviewing 
progressions of their games. In spite of the benefits, Onlive has quite 
a few restrictions. Actually OnLive is not reasonably noble enough for 
accomplishing1080p resolution. That is to say for the reason that it 
requires broadband speediness of up to 10 MB per second.

4)	 GamingAnyWhere
GamingAnyWhere is the paramount open-source game development 

platform [6]. It concedes scholars to experiment notions and concepts 
on a cloud gaming proving-ground, gaming bringers to cultivate 
services on it and player scan fabricate their personal gaming clouds 
from their computers [11]. Moreover, of its candidness, it is designed 
for high affability, maneuverability, and re-assessability. Platforms 
supported by GamingAnyWhere are Windows, Linux, and OS X, 
iOS and Android. GamingAnyWhere is multi-platform, proficient 
in footings of time and space complexities and offers accessible 
unrestricted platform.

TABLE 1
ASSESSMENT OF ENGINES ON PERFORMANCE ASPECTS

Game Engine Platforms Language
Support AI Engine Physics 

Engine
Forward 

compatibility
Backward 

compatibility

CryEngine 3 Win, X360,
PS3, Wii U

C++,
Visual

Script, Lua
Lua-driven AI Soft-body No Yes

Hero Engine Win Hero Script AIseek PhysX Partial Yes

Source 2 Engine Win, Mac, Xbox 360, Wii, Linux, 
Android C++ AI Director Ipion No Partial

Unity 4

BlackBerry, Win Phone, Win, OS 
X, Android, iOS, Apple TV, PS3/4, 
PS Vita, Xbox 360, Xbox One, Wii 

U, Wii.

C#, JavaScript, 
Boo RAIN PhysX Partial Yes

Unreal 4 Engine
Windows, OS X Linux, Xbox 360/
One, PS3/4, Wii U, Android, iOS, 

WinRT, PS Vita

C++, C#, GLSL, 
CG, HLSL Kynapse PhysX Partial Yes

Vision Engine 8 Windows, Xbox 360, PS3, Wii, Wii 
U, iOS, Android, Win Phone, PS Vita C++ Kynapse

Bullet, 
ODE, 
PhysX

No Partial
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Fig 2. Best Game Engines for Developers as per usability

III.	Testing

Impact and efficiency of game engines were tested against the most 
famous games developed using these game engines. Every game is 
unique on its own and has set the benchmark for other similar games. 
The games taken for testing are:
•	 Cry Engine: Crysis 3
•	 Source Engine: Counter Strike Global Offensive
•	 Hero Engine: Star Wars The Old Republic
•	 Unity Engine: Assassin’s Creed
•	 Unreal Engine: Batman Arkham City
•	 Vision Engine: Max Payne 3

Most popular and best six games stated above were compared to 
each other on theirGPU usage and its efficiency to operate high end 
graphics, their CPU utilization and memory usage. These three testing 
drive are explained in detail.

For testing, four standard budget GPU’s i.e. GE Force GTX 680, 
Radeon HD 7870, GE Force GTX 670 and Radeon HD 7970 are used. 
These GPU’s were tested on two different dual core CPU’s namely, 
Intel Core i7-3770k and AMD FX-8150. The games were tested at two 
common desktop display resolutions: 1680x1050, 1920x1200, using 
normal and very high quality settings respectively.

A.	 GPU Performance
For Max Payne, attaining the target frame rate of 80fps was arduous 

at 1680x1050 than expectation. This called for the utilization of either 
the GeForce GTX 670 Ti or Radeon HD 7870 which averaged 77fps 
and 70fps respectively. Radeon HD 7870 declined the desired target 
framerate with 77fps. Graphics cards such as the GE Force GTX 680, 
GE Force GTX 670 and Radeon HD 7970 managed to achieve the 
average by 108 fps, 101 fps, and 87 fps respectively. At 1920x1200, it 
takes the Radeon HD 7870 to surpass an average of 80fps. The Radeon 
HD 7970 averaged 100fps being consistent with the GeForce GTX 670 
which exceeded by 22fps. In the meantime, the GeForce GTX 680 and 
Radeon HD 7970 both scored 134fps and 87fps as shown in figure 3 
and figure 4.

Comparing Star Wars: The Old Republic (SWTOR) to all GPUs 
shows that, Star Wars: The Old Republic requires a graphics card that 
is capable of DX 9 or OpenGL 4.1.  It is seen that star wars executes 
best compared to other games. All of the cards in these graphs deliver 
more than a 90 FPS minimum at 1680x1050 and 80fps at 1920x1080, 
a playable result across the panel The Radeon cards impede behind 
similarly-priced GeForce panels.

Testing Crysis 3 at 1680x1050 on medium quality depicted that 
GTX 680 toped the graph with 79fps, while the GTX 670 trailed 
closely with 75fps and the HD 7970 GHz edition delivered 70fps, 3fps 
than the usual7970.At 1920x1200, Radeon HD 7970 or GTX 670 is 
needed for an average of 60fps, while the GTX 680 is compulsory for 
an attempt to break the 60fps hurdle. On the contrary HD 7870 failed 
to reach the average fps.

Starting by the top of the graph, it can be seen that GTX 680 and 
Radeon 7970 for Batman Arkham City, averages a 36fps. While the 
GTX 670 R9 290 performs unpersuasively, delivering an average 
of 30fps. Ardently GTX 680 and RD 7970 tops the chart being the 
suitable high value performance GPU at 1680x1050.Moving further, in 
the graph it is observed, the RD 7970 delivered playable performance 
along with the GTX 680 4.0 GHz Edition. The old GTX 670 also 
performed quite well, despite dipping down to 45fps at times.

The Assassin’s Creeds thrives to match up the intensity, pushing 
the GTX 680 to its edge at 1680x1050. It is observed that GTX 680’s 
framerate is fully playable in ACU. Performance declined slightly 
for Radeon 7970 and GTX 670 but the smoothness and efficiency of 
motion is appreciative even for the scarcely perceptible fps drops for 
GTX users. At 1920x1200, everything until the GTX 680 perseveres at 
playable framerate. Certain graphics optimization adjusts on the GTX 
670 enables an amalgam high-medium setup with playable framerates.

The limited hardware requirement is one of the robust benefits 
of Counter Strike: Global Offensive (CS: GO).  Even if with Intel’s 
former HD Graphics 3000, multiplayer mode is feasible depending on 
the resolution at lower or normal settings.  Midrange GPU’s such as 
the GeForce GTX 680 deals with higher details and 2 x anti-aliasing 
qualities with no tribulations for 1680x1050 avoiding the need a 
high-end GPU at all. These settings are promising with the GeForce 
GTX 670. For the newest fervent levels of GPUs like the Radeon HD 
7970M and the GeForce GTX 670M, Counter Strike does not appear 
to pretense any confront. 

B.	 CPU Performance
On testing the games on quad and octa-core processors, it is seen, 

high CPU utilization across quad processors, while those with eight 
cores spreads the load equally well and evenly depicted on figure Y.

Crysis 3, Core i7-3770K at its default clock frequency of 4.0GHz, 
impelled the GTX 680 to a mellifluously flowing to 69fps, but on 
overclocking to 4.5GHz profits more frames and gets a 37% growth 
of the total of 95fps for GTX panel. Similar fashions is seen with the 
AMD FX-8150 but since the chip already comes clocked at 4.0GHz, 
it does not leave much margin. Effortlessly it managed to increase 
the average frame rate from 80fps to 85fps thus giving better play 
experience as shown in figure 5.

For beginners, it is much desirable to use a quad-core processor, 
by preference a latest Core i7 or the FX-8150. Additionally, more 
likely there is a need of dual GTX 680s or HD 7970 GHz versions in 
order to play with high settings at 1920x1200 or more. For the classic 
regular game player, the preeminent graphics card for playing Crysis 
3 is the GTX 670, as only one card delivers an average of 70fps even 
at 1920x1200.

Although Batman: Arkham City is extremely demanding on 
Virtual RAM. If sufficient VRAM is accessible, the game uses about 
4.2GB’s at 1080p, 5GB at 1440p and a slightly above 6GB at 4K. 
This might be the reasons triggering several performance disputes 
for those who are executing on lower-end hardware. Heavy CPU 
utilization is witnessed across quad-threaded processors; the Core i7 
presented a real astonishment by delivering a consonant performance 
giving 89 fps which is reasonable. However FX 8150 executed rather 
poorly on comparison with core i7. It provided highest of 79fps when 



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 4, Nº1

- 72 -

overclocked, touching the average of core i7. 
Although Batman: Arkham City is extremely demanding on 

Virtual RAM. If sufficient VRAM is accessible, the game uses about 
4.2GB’s at 1080p, 5GB at 1440p and a slightly above 6GB at 4K. 
This might be the reasons triggering several performance disputes 
for those who are executing on lower-end hardware. Heavy CPU 
utilization is witnessed across quad-threaded processors; the Core i7 
presented a real astonishment by delivering a consonant performance 
giving 89 fps which is reasonable. However FX 8150 executed rather 
poorly on comparison with core i7. It provided highest of 79fps when 
overclocked, touching the average of core i7.

For core i7 in Max Payne, there was a minimal variation in the fps 
at default clock frequency giving peak of 70fps but this variation rose 
in the case of FX-8150. Radeon panel gave 75fps providing better play 
to user. But GTX performed poorly giving only 61 fps. Overall it can 
be concluded that, the averages appear playable.

Counter Strike: Global Offensive is CPU heavy game, utilizing 
much of CPU it can.  It can reach high fps over 90 and by no means 
dropping below 70fps on most areas on both the processors. Core 
i7 gave consistent performance though FX-8150 had consonant but 
improved performance on the GPU’s.

Assassin’s Creed on core i7 at default clock frequency, gives 90 fps 
thus making the game intensely playable.  But FX 8150 performed 
poorly when overclocked, manages to give average of 60fps.

Unfortunately, Star Wars Old Republic foiled to even reach 60 fps, 
with averages of 58 fps and 59 fps at 1680x1050 and 1920x1200, 
respectively. The only system that hit the 60 fps average was Intel 
Core i7with the GTX GeForce 680 builds, which hit 61 fps as lowest. 
At 4.5GHz, the FX series is nearly capable to meet the Intel Core 
i7 processors. Core i7 is able to reach the peak on GTX 680 at just 
2.5GHz, while the FX-8150 involves its full 5 GHz express ascent 
clock frequency to attain the equal point.

In the situation of quad-core chips, to enable fast and liquefied 
multitasking, gleaming 2D/3D gameplay, and super-rapid camera 
presentation, among other things, each core can be put to work 
concurrently on a particular job. Current octa-core chips merely have 
two sets of quad-core processors, which split several tasks between 
them accordingly. Many a times, the set of cores which are low-
powered will be assigned tasks. With the need of advanced tasks, 
eventually, the set of faster four cores will take effect.

It is always influenced by the power-per-core and its architecture. 
For example, Intel quad cores are about the same as AMD octa-cores, 
because of the architecture and the separate cores have more influence.

Fig 3. GPU performance at resolution 1680x 1050

Fig 4. GPU performance at resolution 1920x 1200
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C.	 Memory Usage
It was equally essential to check the memory required communally 

for these games to run smoothly and effectively. On both aspects, 
minimum required memory and recommended memory availability 
should be taken into account while playing the games, for the reason 
that lack of available memory might cause the system to run leisurely 
while actively playing these games. Table 2 shows the assessment 
between memory usage by these games.

Overall it can be seen that minimum requirements of all games are 
satisfactory but Max Payne proves to be memory effective in case of 
HDD. Along with Max Payne, batman and crysis3 uses 2 GB RAM but 
both these games are reasonable for HHD required. On the other hand, 
Assassin’s creed proves to be very affordable.

TABLE 2
MEMORY REQUIREMENT BY GAMES

Games
Minimum 

Requirement
Recommended 

Memory

CS: GO 1 GB RAM
7.6 GB HDD

2 GB RAM
7.6 GB HDD

Max Payne 3 2 GB RAM
35 GB HDD

3 GB RAM
35 GB HDD

Assassin’s Creed 1 GB RAM
8 GB HDD

1 GB RAM
8 GB HDD

SWTOR 1 GB RAM
15 GB HDD

4 GB RAM
15 GB HDD

Batman 2 GB RAM
18 GB HDD

4 GB RAM
18 GB HDD

Crysis 3 2 GB RAM
20 GB HDD

8 GB RAM
20 GB HDD

IV.	Empirical Study As Per Views Given By Gamers

Various game devotees and intensive players were asked to give their 
comments and judgment on these games. A Google form was created 

and players were asked to submit their opinion for the game based on 
certain criteria stated below. Table 3 shows the overall comparative 
analysis of games on the basis of comments sent by them.

It can be seen that, people admires playing Batman Arkham 
City, Assassin’s Creed and Crysis 3. These games have tremendous 
followers around the world as they offer intensive graphics, high image 
quality and enmeshing music

V.	 Role Of GPGPU In Games

GPUs are potent processors dedicated to graphics computation, 
much faster than CPU on considering all the parallel processors. With 
the advancements of programmable GPUs has facilitated new potential 
for general purpose GPU computation (GPGPU) which is used to 
embellish the altitude of realism in virtual gaming simulations.

Mostly GPGPU accords only with graphics steps of the game 
loop, while the CPU processes primarily utmost of the game logic. 
This work diverges from the conventional approach; GPU offers 
practical implementation of the entire game loop. This is indeed a 
leap for gaming world, as the CPU’s are advancing towards multi-core 
processors thus imminent games needs related parallelism as in the 
case of GPU programs.

Contemporary GPUs are fully programmable many-core chips build 
up roundabouts an array of lateral processors. GPU has scalable array 
of multithreaded Streaming Multiprocessors (SM), each of which is 
competent enough to support thousands of inmate parallel hardware 
threads.  Each SM here is a collection of processors. A multiprocessor 
executes the same instruction on a these assembly of threads at every 
clock cycle, thus called as warp. To handle such a bulky number 
of threads, it utilizes an exclusive scheme called SIMT (Single-
Instruction, Multiple-Thread). The thread management consisting of 
creation, scheduling, and synchronization is performed entirely within 
hardware by the SM with basically zilch cost.

Existing GPUs consist of a huge number of splinter processors with 
high memory bandwidth. By several form, the current 

Fig 5. CPU performance of games for four selected GPU’s
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TABLE 3:
COMPARATIVE EVALUATION OF GAMES
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Fig. 6. Working flow of GPGPU

GPU architecture is alike to a many-core processor, which 
accomplishes higher performance on parallel code which is on the 
contrary with multi-core CPUs, containing finest single-thread 
performing cores. GPUs are chiefly upgraded for 2D arrays. Caches 
inherited on the GPU are shared in a great extent by fragment 
processors (FP).

GPU kernel code is also loaded on CPU.  For superior performance, 
data movement from main memory to the GPU should be averted. On 
completing the computation, GPU copies the data back to the CPU 
memory. All SM is coupled with a personal L1 Data Cache and stable 
caches along with a shared scratchpad memory as shown in figure 6.

A.	 Improving Game Engine Performance in Terms of Task and 
Data Level Parallelism

A contemporary game engine is usually encompasses user input, 
game logic, artificial intelligence (AI), physics, audio and graphics. A 
renderer is needed for 2D/ 3D graphics.

Lately popularized CUDA/GPGPU computing possesses the 
capability to amplify the acceleration persistently [15]. Though the 
GPU was produced to quickly maneuver and modify memory to 
expedite the formation of images in a frame buffer aimed for output 
display, GPGPU computing is now bestowing excellent performance 
by unloading exhaustive computation component of the application, 
whereas the remaining code executes on the CPU. 

Games are innately serialized making multithreaded application 
intricate to run. The initial attempt made in the game engine was to 
simultaneously run the client and the server on the individual cores 
respectively by means of coarse grained threading mechanism. Thus, 
GPGPU has now become a vital component of today’s conventional 
computing systems. In [11], four GPGPU triumphs in game physics and 
computational AI succeed above the optimized CPU applications. Since 
games have become progressively restricted by CPU performance, 
divesting intricate CPU jobs to the GPGPU concedes improved overall 
performance.

Task parallelism is employed in a game engine by executing 
each module task in its individual thread [12-14]. Graphics renderer 
and physics model are good for laterally analogous because of their 
processor-severe tasks. In a game engine, data parallelism allows 
similar category of data in a module to run parallel in several threads. 
This scheme balances fine for a huge figure of processors because of 
the reason that, the magnitude of the data running on each thread is 
partitioned uniformly. Communication overhead can be reduced by 

grouping the application objects that might interact within the same 
thread.

B.	 Improving Game Engine Performance in Terms of Physics 
and AI

GPU currently offer hardware acceleration for physics transformation, 
sustaining amassed general computation. This conception is recognized 
as General Purpose processing on Graphics Processing Unit. Latest 
AMD and NVIDIA graphics cards enables base for rigid body 
dynamics computations.  When such style of hardware acceleration is 
unavailable, Physics computations are implemented in software which 
causes inferior CPU-confined performance. Development of PhysX 
engine articulates on the GPGPU competence of modern GPUs. GPU’s 
are the best room to work out physics calculations for the reason that, 
physics execution is propelled by thousands of concurrent calculations 
and execution. These days, NVIDIA’s GPUs, is having as many as 480 
cores, complementarily profits PhysX engine. NVIDIA is dedicated to 
create the gaming experience and gameplay exhilarating, lively, and 
vibrant [27].

The subsequent huge obsession for GPGPU processing is AI [30], 
to be confronted in games. In 2005, an Israeli company called AIseek 
proclaimed a devoted processor called the Intia, which was created to 
speed up various AI characteristics. This makes AI to be an element of a 
customary PC, thus making AI a suitable preference in view of GPGPU 
technology. nearly every player has a graphics card compatible with 
Nvidia’s CUDA or AMD’s Stream technology, it may possibly take 
even a little of the total load from the CPU while processing recurring 
AI tasks and features. Even a minute segment of a GPU’s resources 
enhances AI processing power for several jobs. Possibly OpenCL or 
DirectX 11’s Compute Shader, might present a method to speed up AI 
on extensive GPU array. Moreover, it seems as AI possibly can be a 
chief progression in GPGPU processing.

Concerning the cutting edge cloud computing, most of the 
computations are eventually carried out by multi-core CPUs and many-
core GPUs, despite of their allocation.  GPGPU cloud computing [16-
21, 24] is more broadly applicable, offering general purpose computing 
ability in the manner of on-demand virtual resources. In GPGPU cloud 
computing, the processing strength of physical resources is divided by 
virtual resources and summoned obliquely. The whole GPGPU cloud 
system is separated into three layers with this analysis articulating on 
the task characteristics, hardware features, scheduling mechanism, and 
execution mechanism of each layer [cloud].

Disparity in the architectures between CPU and GPU specifies 
that in order to attain superior performance, code for the GPU must 
be optimized in a different way. GPU is dedicated for extremely 
parallel computation and thus premeditated to include more dedicated 
transistors for data processing more willingly than caching and flow 
control. More explicitly, the GPU is particularly compatible to deal 
with tribulations that are articulated as data-parallel computations with 
intense arithmetic computation. At this point, GPGPU is yet to be an 
established technology. In the next few years, graphic processors will 
turn out to be a superior technology, best suited to sustain the cascaded 
processed applications.

VI.	From Advancements To The Future Of Gaming 
Technology

Gaming technology has been booming since its exhumed roots 
of tic-tac-toe, brick-games, snakes and ladders, and chess. In leaps 
and bounds, digital games have gone from novelties that performed 
simple tasks, to intricate code that facilitates immersive gameplay 
experiences. On exploring achievements in gaming world, AI, 
portability, ubiquitous, open web, 3D, voice and motion controls, one 
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can envision how lifelike and experiential video games will get the 
breakthrough, as the technology progresses.

With enormous investment in designing the next big gaming 
innovation, the potential of what the futurity of games will bring are 
infinite.

Game developers have always been adept at combining cutting edge 
and existing technologies. For instance, movement control gaming 
achieved a mainstream audience when it amalgamated with the mobile 
world. And open-world games will be played without any skills to 
involve players collectively from all over the world by global network. 
A best mechanism for predicting the future of gaming is to review what 
is already present and by visualizing the how it could evolve effectively. 
Just by taking 3D image or augmented reality a step further and then 
can experience and get pleasure from hologram gaming, an edge that 
does not give the impression of having any covenance and regulations.

Video games has emanated from a long way ever since they 
overlapped into the conventional in the 1980s, but some incredible 
improvements in the technologies made the future of gaming even 
dazzling. 3D scanning and facial recognition technology has permitted 
developers to actually develop their likeness in the game or to 
ingeniously transfer their expressions to additional digital creations. 
For example, Intel’s RealSense 3D camera allows gaming developers 
to produce games adapting the emotions of the gamer by scanning 
different locations of a player’s face. 

Voice controlled gaming has remained all over the place for a 
while, but the prospective of using this technology in gaming systems 
has finally captivated to realism, now even computers are capable to 
effortlessly diagnose voice commands from the player. Player can now 
turn the game console on and off, supervise gameplay, interact on social 
game group, all by commanding to your gaming system. Using a 3D 
camera that trails distinct area of your body, gesture control consents 
players to connect to their gaming experience by means of the usual 
body movements. State of the art advancements deliver to players a 
rich and high quality experience in form of fully rendered worlds with 
photo realistic textures. 

Whether it’s smart watches or goggles, wearable games make gaming 
mobile without being too intrusive. Wearable games are extensions of 
the body in addition to extensions of the consoles used while playing. 
With the dawn of smartphones, the entire gaming experience is now 
in the hand of the players. Instead of developing gaming structures 
necessitating more influential hardware, developers have lessened 
the load with the use of cloud computing. By usage of clouds, game 
streaming is now a reality, streaming similar to movie streaming.

	 However many Virtual Reality (VR) gaming consoles are 
not released commercially yet, but this developing VR technology is 
dignified to concede gamers a wholly immersive gaming experience. 
VR are sometimes stated as immersive multimedia or computer-
simulated reality duplicates environs by simulating a corporeal 
existence at places in the physical-world or a fantasy world, letting 
the players to communicate with that world within the simulated 
environment. Virtual Reality is imminent. It’s no overstatement to 
state that VR is one of the gigantic advancements in gaming world and 
eradicating the blockade in the midst of player and game world.

Augmented reality gaming starts to take hold through smartphones 
and glasses technology from the likes of Google. Till 2025, Virtual 
reality simulations embarks on to turn out to be feasible in the home 
market, and unlike the augmented reality techniques that have been in 
favor for the last ten years these will begin to feature fully immersive 
systems.  These experiences will still experience to some extent 
disconnected from realism though, as control mechanisms will require 
various forms of static activity. Graphics and physics technology by 
this stage will be able to perfectly mimic real-world resolutions and 

depth, with added emergent behavioral algorithms allowing sandbox 
gaming and interaction with characters and environments that promote 
personally crafted narrative experiences.

VII.	 Conclusion

From the commencement of game engines to the latest 3D jazzed-
up game engines, the objective of development was to endure the 
equivalent i.e. giving game coders a rostrum for creating their unique 
games into reality. These engines offer the rudimentary central design 
with codes and the manifestation as a middleware. The progression 
of gaming engines is at the present are proceeding en route for 
supplementary realistic and technically sound games in innumerable 
grounds like physics, sounds, AI, graphics, and animations etc. from 
the analysis it can be stated that, Max Payne 3 is rich to deliver high 
and crisp graphics but is costly in terms of memory whereas Crysis 
3 bestows better CPU utilization. Max Payne 3 has high level of 
emotional intelligence compared to other games, engaging the player’s 
in the gameplay.

Future machines will be progressively more assorted. Individual 
processor chips will probably enclose processing component with 
diverse functioning features, memory hierarchy, and levels of physical 
concurrency. Till 2018, it can anticipated that GPU’s will no longer be 
an external driving force of CPU; rather, both CPU’s and GPU’s will be 
incorporated by the same dye through a unified memory architecture..
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